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Abstract— Grapevine winter pruning is a complex task, that
requires skilled workers to execute it correctly. The complexity
of this task is also the reason why it is time consuming.
Considering that this operation takes about 80-120 hours/ha
to be completed, and therefore is even more crucial in large-
size vineyards, an automated system can help to speed up
the process. To this end, this paper presents a novel mul-
tidisciplinary approach that tackles this challenging task by
performing object segmentation on grapevine images, used to
create a representative model of the grapevine plants. Second,
a set of potential pruning points is generated from this plant
representation. We will describe (a) a methodology for data
acquisition and annotation, (b) a neural network fine-tuning for
grapevine segmentation, (c) an image processing based method
for creating the representative model of grapevines, starting
from the inferred segmentation and (d) potential pruning points
detection and localization, based on the plant model which is a
simplification of the grapevine structure. With this approach,
we are able to identify a significant set of potential pruning
points on the canes, that can be used, with further selection, to
derive the final set of the real pruning points.

I. INTRODUCTION

Automation with agri-food robots to accomplish various
tasks in the field is a long-time challenge recognized by
the community. A recent review article about agricultural
robotics [1] states that perception is a significant challenge
in the field. Robot perception is the ability for the robot
to understand the environment and the objects (crops, fruits,
etc) that it has to deal with. The robot visual perception in our
application refers to object segmentation, finding the object
boundaries in an image, and object detection, the recognition
of the interested parts of the objects inside a given image. An
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Fig. 1: The top half shows an example of manual grapevine pruning and
the bottom half presents our robot performing grapevine pruning along with
the desired plant modeling, with the dark blue representing a main cordon,
light blue the canes, yellow the nodes and red mark the pruning points.
important task to perform in a vineyard is winter pruning,
a complex operation that needs to be completed during the
dormant season [2]. Performing a balanced winter pruning
allows a good compromise between remunerative yield and
desired grape quality hence maximizing grower’s income
[3], [4]. Figure 1 shows a comparison between a human-
performed pruning and a robot-performed pruning, showing
similarities.

To perform this task in an autonomous way, there are
some steps that need to be considered, such as creating an
object segmentation dataset where the primary object is the
grapevine in a dormant season scenario. This dataset will
require more time and effort for annotation with respect to
annotating the bounding boxes only. The second step is the
training of a neural network for object segmentation, where
the data that are available may not be accurate enough, due
to large variations in vine age and size, training and the
inherent randomness of nature. After the neural network is
trained with this dataset, a third step is the usage of its output
to generate the potential pruning points. This can be done
by analyzing the network inference, connecting the different
grapevine organs to each other in a graph based structure
that allows the generation of the desired potential pruning
points on a spur-pruned grapevine. Figure 2 shows the entire
pipeline used by our approach.

The main contribution of this paper is the use of a repre-
sentative model describing the actual grapevine architecture.
This 2D model allows the identification of potential pruning
points by using the plant structure information encoded in
it, without the need to use feature descriptors (for points
of interest detection), feature matching algorithms or stereo



Object Segmentation
(Mask R-CNN)
T bl /- ;}

Plant Graph & Potential
Pruning Points Generati

Robotic Pruning

on

Fig. 2: Robotic grapevine winter pruning flowchart. The meaning of the colors in the 2" and 3" step are explained later in Fig. 3 and Fig. 4

camera systems (for 3D reconstruction).

As such, we propose the creation of an object segmenta-
tion dataset, described in Section III, a neural network fine
tuning to perform object segmentation is described in Section
IV, along with the plant graph generation and potential
pruning points detection in Section V. We later demonstrate
our experimental setup, discussing the achieved results in
Section VI. In the end, we conclude showing advantages and
disadvantages, giving an overall summary, of our approach
and presenting possible future work in Section VII.

II. RELATED WORK

In the deep learning field, various object segmentation
[5], detection [6], and tracking algorithms [7] have been
introduced by the computer vision and robotics communities
in the past years. Some of these studies have also been
applied on the agri-food field, such as fruit detection [§]
for yield estimation purposes [9], weed removal [10], [11],
plant phenotyping [12] dealt with potential pruning points
generation in long-cane pruned grapevines [13]. The authors
in [10] deal with the challenge introduced by the variety
of work regions in the fields, lighting, weather conditions,
which leads to the difficulties for semantic segmentation of
crop fields. The authors in [12] present a proof of concept for
detecting and quantifying plant organs for yield estimation
without using destructive means. This approach is based
on automated detection, localization, count and analysis
of plant parts used to estimate yield.The authors in [7]
present a new public dataset with grape clusters annotated
in 300 images and a new annotation with interactive image
segmentation to generate object masks, a new public dataset
for grape detection and instance segmentation containing
images, bounding boxes, masks and an evaluation of two
state-of-the-art methods for object detection, object segmen-
tation and a fruit counting methodology. Authors in [13]
used a trinocular stereo cameras system and correspondence
algorithms to obtain a 3D reconstruction of the plant, useful
to compute the pruning points in the wild.

These representative works demonstrated several impor-
tant concepts, such as real-time plant segmentation [11], the
more in-depth plant feature extraction for finding multiple
parts of the plant [12], and an annotation tool to generate a
segmentation dataset quickly [7] and a pruning generation
system. However, an approach to prune without the use
of complex stereo camera systems or the usage of mobile
platform that covers the grapevine, is still missing in the
literature. To the best knowledge of the authors, this is the
first time that a successful robot is able to prune a grapevine

using a mobile platform carrying only a robotic arm, with a
pruning tool and a depth camera.

III. DATASET

First of all, a dataset is needed to train the neural network
for grapevine segmentation. We decided to create a dataset
with three classes, the main cordon, the cane and the node.
An example of these annotation concepts can be seen in
Fig. 3. The main cordon is the horizontal static structure and
the canes are the plant organs that normally show a vertical
orientation. The nodes are structures present on the canes
where new shoots may grow. Dividing the grapevine into
these three main categories allows us to generate potential
pruning points.

A. Data Acquisition

The data acquisition was performed in an experimental
vineyard of one of the Vinum project partner. Data was
captured using a common 4k Canon compact camera, by
recording a video closeup of a grapevine row segment. The
frames from the video were extracted using ffmpeg into
a total of 171 frames. These frames have a resolution of
38402160 pixels. Currently we are only using these images,
with the possibility in the future to add more via additional
capture or by performing data augmentation.

B. Data Annotation

The dataset is being annotated following the COCO seg-
mentation dataset, with the three mentioned classes, the
main cordon, the cane and the node. We chose the COCO
format for the annotation since it is a common format
for segmentation annotation, which contributes to a higher
availability of annotation tools that use this format, as well as
some neural network frameworks provide built-in processing
of this format. The annotation tool being used is COCO
annotator, a web-based tool that is designed for efficiently
label images. This tool also includes the possibility of
connecting to an external neural network allowing automatic
annotation of an image using a pre-trained neural network,
discussed in Section IV. This feature has been used for aiding
in the annotation of more samples, as described in Section
IV. The 171 captured images were annotated and then split
into 136 training image and 35 evaluation images. We are not
using a test set due to the fact that the actual test is going
to be preformed with the actual robot on a vineyard. The
images are being annotated in their original size, allowing
to downscale the image as required. As mentioned, Fig. 3
presents an example of the annotations created, where blue
represents the main cordon, orange represents the canes and



Fig. 3: Example of an annotation, where blue represents the main cordon
class, orange the cane class and green the node class.

green represents the nodes. These images are being annotated
by two different persons, although none of them being an
expert in the area, and in the future the dataset shall be
reviewed and annotated by experts in the area.

IV. NEURAL NETWORK

In order to solve the proposed task, we used a deep
neural network that is able to perform object detection and
segmentation.

The currently used framework is Detectron2 [14], Face-
book AI Research’s implementation of state-of-the-art de-
tection algorithms, using Pytorch and including a model zoo
with baselines trained, presenting the obtained result metrics.
These metrics are bounding box and mask Average Precision,
train time per iteration, inference time per image and the
required memory for the training. The base network that
is being used is the Mask R-CNN with several backbones
models. The first being tested was R50-FPN, a Residual
Network with 50 layers, combined with Feature Pyramid
Networks. For experimentation two additional models were
tested, the R101-FPN and the X101-FPN, where the first is a
Residual Network with 101 layers with the same structure as
the R50-FPN and the second is an ResNeXt with 101 layers.
This ResNext is an improvement on the original ResNet
network, considering a new dimension named cardinality on
top for the normal height and depth of a neural network,
which is the size of the set of transformations.

The network is being trained using the default training
procedure of Detectron2. This procedure creates a model,
optimizer, scheduler and dataloader with the default con-
figurations provided along with the model. It then loads
the pre-trained model weights, initializes logging functions
and starts to follow a standard training workflow with a
single-optimizer single-datasource iterative optimization. The
training hyperparameters are the default ones, with the only
changes being the batch size changed to 4, from original
value 16, and the number of training iterations that was
changed to 50000, from the original 270000. These changes
were due to time and hardware constraints.

V. PLANT GRAPH GENERATION AND POTENTIAL
PRUNING POINTS DETECTION

After obtaining the inference produced by the trained
neural network, an additional layer of processing is needed
to find the desired potential pruning points. The method that

Fig. 4: An output example of potential pruning points generation overlaid
on the segmentation output, where blue represents the main cordon class,
orange the cane class and green the node class, with the red markers
representing the generated potential pruning points.

we decided to use was the creation of a processing layer that
interprets this inference by understanding how the several
segments are related to each other.

A. Plant Graph Generation

The data structure used to host these data is a tree-shaped
graph, with the main cordon as the root element. Then, there
are canes connected to the main cordon, or to other canes.
The leaf elements are nodes, or canes that have no nodes
on them. The important concept that we want to analyze
is the relation between canes, and nodes on the canes, in
order to obtain accurate potential pruning points. Figure 4
presents an example of a created plant graph overlaid on
the segmentation output. This tree-shaped graph connects the
various grapevine inferred items, showing the topographical
structure of the plant. Each grapevine item consists of a
unique identifier number, bounding box coordinates, score,
segmentation mask, class identifier, class name, class color,
item color, center, thickness, distance from the parent, depth
and parent. This item is based on the common aspects of
the neural network classes, and extended depending on the
class, where the main cordon contains a list of canes, sorted
by their distance to the parent, the canes have a list of nodes,
sorted using the same metric. In the end, the graph’s root
node is the main cordon item.

There are three sets of connections in the graph structure,
the “main cordon to canes” set, relating the main cordon to
its connected canes, the “cane-to-cane proximity” set relating
each cane to its proximal canes and the “cane to nodes” set
relating each cane to its connected nodes.

Algorithm 1 presents a generic method used to associate
the canes to their respective main cordon. It achieves this
by using an auxiliary matrix containing all main cordon
instances, with shape ny;c x H x W, where np;¢o is the
number of main cordons inferences, H and W being the
height and width of the input image. As 1 shows, each
main cordon segmentation mask (mask) is inserted into the
matrix (masks4) with the corresponding identifier number
(IDpsc¢), increased by 1, leaving O as the background class,
at its non-zero values.

Vmask € masksyc :
masksali] = mask x (IDspcoli] + 1), (1)

i = 1, Ny e



Algorithm 1: Get connections between two sets of
masks
parameters: dilation, max_iter,n

input : masks 4 — Mask group A
input : masksp — Mask group B
output : connections — Map of connections

foreach mask € masksp do
while iter < max_it and not(connected) do

if iter > 0 then
| Dilate mask

end
Get the indices of mask’s non-zero values
Obtain the corresponding values on masks 4

if There are non zero correspondences then
Get the lowest correspondence

Get the intersection with mask

if Intersection is in the nt" slot then
Add connection to connections

Set connected to true
end

end
iter + +

end
end

For each cane segmentation mask the row and column
indices of its non-zero values are searched and then used
to get the unique values in the matrix at these indices,
across all the main cordon segmentation masks. This way
we can know which is the overlapping main cordon. Then,
dividing the cane mask into n different slots, arranged in
a vertical manner, we select the main cordon that overlaps
the cane in the n*" slot, if it is present. It may happen that
the cane does not overlap with any main cordon inference
due to the imperfection of the inference, and as such, a
solution was found performing an incremental dilation of
the cane segmentation mask until a main cordon is found or
a maximum number of dilations is reached. The number of
dilations, the size of the dilation and the number of vertical
slots are user-defined parameters for this algorithm.

The same method can be iteratively used to find the con-
nections between the proximal canes. The initial search field
is composed only by the group of canes already connected
to the main cordon. At each iteration new connections are
searched for the non connected canes among the connected
canes (the search field), using the same overlapping and
dilation concepts. These newly found connections are then
added to the final connections set and the two groups
of masks are updated. The iteration stops when no new
connections are found or all the canes have been connected.
The algorithm starts by considering the output of Algorithm
1 as masks4 and the set difference between all cane masks
and masks 4 as masksp. It also takes as input the size of
the dilation (dilation), the maximum number of dilations
(max_it) and the number of vertical slots (n) and it outputs
a map whose keys are cane identifiers and values are lists of
cane identifiers.

The last set of connections is obtained using a variation of
Algorithm 1, where, instead of checking if the intersection is
contained in a specific part of the mask, the most overlapping
cane is considered as connected cane. The algorithm takes as
input the list of cane masks (masks4) and the list of node
bounding boxes (masksp) and it outputs a map whose keys
are cane identifiers and values are lists of node identifiers.

B. Potential Pruning Points Detection and Localization

With the previously structure created, the generation of
pruning points can be performed. Currently, we decided to
use a crude approach for detecting potential pruning points,
which are points on canes, either between two nodes of the
same cane, between the bases of two canes growing from the
same cane, between the base of a cane and its first node. An
example of this can be seen in Fig. 4, indicated by the red
markers. As 2 shows, by default, a potential pruning point
(pp) is the midpoint between two of the previously mentioned
points (p7 and p3). For selecting the final pruning point,
during this initial work, we decided to select the pruning
point located above the second node of a cane.

Due to the possible curvature of the canes, it may happen
that this midpoint is not contained in the cane mask, and
if this happens, the point is moved to a point inside the
mask. In the end, an orientation angle is needed, to orient the
pruning tool roll angle, in order to perform the cut correctly.
This orientation angle («) is computed taking into account
the slope angle between the straight line connecting the two
points and the horizontal direction of the image.

V(pi,p2)
gp = PLtpe
2
5m,y =DPigy —P2zy (2)
0, if §, =0
a=<7, if 9, =0
arctan % — sign g—l * 5, otherwise

VI. EXPERIMENTAL SETUP AND RESULTS

In this section, we describe how the experiments have been
carried out, showing first two different testing environments
and then illustrating the actual achieved performances of our
approach.

A. Experimental Setup

The experimental setup for testing the segmentation neural
network is split into two parts. The first part is a testing setup
that uses images captured in the fields. These images were
captured in a natural environment without changes that would
modify the environment, the same kind of environment
a farmer would work on. The inference is performed by
the neural network on these images, and uses the graph
generation algorithm presented in the previous section. These
images do not interact with the neural network training,
being only used for visual output evaluation. The second
experimental setup was created using real grapevines in a
lab environment, using a grapevine specimen that allows



Fig. 5: Experimental setup containing one of the grapevine specimens and
the target robot.
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Fig. 6: The validation results for the network model Resnet 50 along
the training process, following COCO evaluation method, presenting the
Average Precision (AP) of each singular class and the mean Average
Precision of all classes.

the emulation of the grapevine environment in a laboratory
environment. This allows the testing of the complete poten-
tial pruning points detection pipeline in a safe manner, as
shown in Fig. 5, allowing an additional layer of testing, by
evaluating the performance of both backgrounds.

B. Experimental Results

This section is split into two parts, one to show the neural
network training trend and its validation results and the
second one to give a qualitative evaluation about the plant
graph generation algorithm and the subsequent potential
pruning points generation.

1) Network Training and Validation: Figure 6 shows the
various Average precision (AP) metrics calculated during the
training process. The AP metric presented in the figure is
on par with the Detectron2 COCO instance segmentation
baseline, where the segmentation AP is around 40% in

TABLE I: Average Precision and Average Recall after training for the three
tested models. Both metrics are calculated with intersection over union
10U=0.50:0.90, considering all area sizes and a maximum detections value
of 100.

Resnet 50 | Reset 101 | ResNeXt 101
Average Precision 39.0% 41.1% 41.6%
Average Recall 47.0% 48.7% 48.2%

our training where the baseline value is 37.2%. It is also
noticeable the difference between the various classes, which
can be explained by the difficulty of each class, starting
from the easiest, the nodes are closer to bounding boxes than
segmentation, since the node is a specific structure along the
cane. Due to the nature of the training process performed
on the grapevine by the grower, the main cordon is a well-
defined structure present on the grapevine, being mostly on
the same place, with lesser variation of its shape. For the
canes, it is an object that is harder to perceive due to being
more prone to occlusion by other canes, blending with the
background due to its thinness and its randomness. Table
I show the comparative results of the three tested models
after training, presenting both Average Precision and Average
Recall.

2) Plant Graph Creation and Potential Pruning Points
Generation: The potential pruning points detection perfor-
mance is related to the graph generation performance, which
is dependent on the segmentation network performance. This
is due to each connection being related to a potential pruning
point, except for the connections between main cordons and
canes. In particular, each missed connection leads to a missed
potential pruning point, i.e. a false negative sample. Non-
existent connections may be established, leading to extra-
detected pruning points, i.e. false positive samples. In the
case of cane connections, the actual connection rule is based
on checking if the masks are intersected in their bottom part,
since, as said, canes tend to grow upwards. With this, canes
that grow downwards, although rare, are not detected.

C. Results Visual Evaluation

When considering the performance of the several cre-
ated components, it is also important to understand how it
performs on the field. An example of this can be seen in
Fig. 7, where although it does not find every single cane,
the graph generation still manages to find viable potential
pruning points that can be used. It is important to note that
the images were not used to train the network, neither were
acquired with the same camera as the one used on the robot.
These results may not represent the complete challenge the
neural network using images captured by the robot may face,
but are still important to analyze. Considering our main goal
to develop automated winter spur pruning of grapevines, an
important thing to understand is how the neural network per-
forms using the camera equipped on the robot. An example
of this is shown in Fig.5. An important thing to notice is
the maturity difference between grapevine specimens from
the acquired data and the grapevine specimen present in
the lab, where the one in the lab is a much younger plant,
leading to a thinner main cordon and canes, which affects



Fig. 7: Two pairs of images, where the first image of the pair shows the inference output and the second image shows plant graph and potential pruning
points generation. As in the previous figures, the color blue represents the main cordon class, the color orange the various detected canes, the green the
nodes. The red markers represent the generated potential pruning points.

the segmentation of the grapevine, affecting mostly the main
cordon. Nevertheless, the system still is able to generate valid
potential pruning points.

VII. DISCUSSION AND CONCLUSIONS

Due to the imperfect nature of the obtained inference,
the detected grapevine items, created and used for poten-
tial pruning points generation, may not be accurate. This
imperfection is caused by multiple factors, such as the lack
of data on grapevine specimens with various ages or the
capture conditions. To mitigate this, data augmentation may
be considered in order to expand the existing dataset, as
well as capturing new images from different grapevines.
However, even considering imperfect segmentation, we are
able to create a 2D plant’s structure model. The plant model,
and consequently the pruning points, is heavily dependent
on the segmentation, which could lead to the non detection
of potential pruning points. Furthermore, the algorithm that
establishes the connections can be seen as a crude method,
that does not solve certain anomalies that may happen,
leading to false connections being created. However, this
initial solution still allows the robot to autonomously prune
the grapevine.

In conclusion, in this paper we presented a novel method
to create 2D plant models, based on grapevines semantic
segmentation, containing the topographical and geometrical
information between the different grapevine organs. We
demonstrated how our approach is able to create a significant
set of potential pruning points. The final set of the real
pruning points can be selected. In this initial phase, the
selection consists on the pruning point located above the
second node of a cane.

Future work will revolve on the improvement of the
inference results, by continuing to explore the data augmen-
tation, by adjusting the functions used and the order they
are applied. On the graph generation side, the connection
algorithm can be replaced by a CNN that takes as input two
masks (a two-channel black and white image) and outputs a
connection confidence measure, which can be used to decide
whether to establish the connection between the items or
not. Moreover, improvements on the logic for pruning points
detection can be carried out, by adding information such as
canes thickness, for vigor evaluation, and improving items
localization, for a better assessment of the growth direction.
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