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Abstract

Legged robots have demonstrated remarkable advances regarding robustness and versatility

in the past decades. The questions that need to be addressed in this field are increasingly

focusing on reasoning about the environment and autonomy rather than locomotion only. To

answer some of these questions visual information is essential.

If a robot has information about the terrain it can plan and take preventive actions against

potential risks. However, building a model of the terrain is often computationally costly,

mainly because of the dense nature of visual data. On top of the mapping problem, robots

need feasible body trajectories and contact sequences to traverse the terrain safely, which may

also require heavy computations. This computational cost has limited the use of visual feed-

back to contexts that guarantee (quasi-) static stability, or resort to planning schemes where

contact sequences and body trajectories are computed before starting to execute motions.

In this thesis we propose a set of algorithms that reduces the gap between visual processing

and dynamic locomotion. We use machine learning to speed up visual data processing and

model predictive control to achieve locomotion robustness. In particular, we devise a novel

foothold adaptation strategy that uses a map of the terrain built from on-board vision sensors.

This map is sent to a foothold classifier based on a convolutional neural network that allows

the robot to adjust the landing position of the feet in a fast and continuous fashion. We then

use the convolutional neural network-based classifier to provide safe future contact sequences

to a model predictive controller that optimizes target ground reaction forces in order to track

a desired center of mass trajectory.

We perform simulations and experiments on the hydraulic quadruped robots HyQ and HyQReal.

For all experiments the contact sequences, the foothold adaptations, the control inputs and

the map are computed and processed entirely on-board. The various tests show that the

robot is able to leverage the visual terrain information to handle complex scenarios in a safe,

robust and reliable manner.
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Chapter 1

Introduction

The idea of a legged robot that can replace humans in monotonous or dangerous tasks has

fascinated us for a long time. In fact, science fiction has fed this concept for years, and in a

certain way, has given direction to research in academia and industry. Already in the 1940’s,

Isaac Asimov was writing short stories about running robots on the moon in the year 20151;

it is safe to say that we did not meet the deadline, but we are getting close.

Legged robots in science fiction can perceive their surroundings and interact with them simi-

larly to humans. They receive all sorts of stimuli like sound, texture and images, reason about

them and react almost instantaneously. If we want to take legged robots from science fiction to

science fact, there are still several steps to be taken. They need to be able to perform reliably

along a wide spectrum of mobility: from very slow, stable and carefully planned motions to

fast, dynamic and reactive behaviors. Furthermore, this versatility should be displayed regard-

less of the scenario that the robot is facing and the type of inputs that it can process. To reach

this state, several complex problems still need to be solved.

This dissertation is an attempt to tackle one of these complex problems: dynamic legged

locomotion using visual feedback. In this chapter, we motivate the importance of pursuing

research in this topic and outline some of the challenges that it entails. We also describe

how this work contributes to solve these challenges and provide the general outline of the

dissertation.

1Asimov, Isaac. "Runaround". I,Robot, published by Bantam Dell, New York, NY, 1950, pp. 25-45.

Bridging Vision and Dynamic Legged Locomotion Octavio Villarreal



2 Introduction

1.1 Motivation

Robots are being pushed outside of the research laboratories. The advancements in areas

such as mechanical design, control and artificial intelligence are bringing these machines into

the real world. This transition from the lab into our lives is "digging out" new questions for

research and industry. To answer these questions, robots of all shapes and sizes have been

born and compose a very wide, dense and diverse spectrum. Legged robots have been earning

a visible spot inside this spectrum in recent years.

It is no surprise that legged robots are gaining momentum; they are versatile and well suited

for rough and non-flat terrain. Agile and dexterous robots are now capable of dealing with

complex scenarios, most of the time only based on haptics and proprioception. However,

in some contexts proprioceptive-based locomotion is not enough and understanding of the

environment becomes necessary. In such cases, having visual feedback can be a game-changing

factor.

There are examples where vision is used to overcome rough terrain [3, 4], but only a few that

do not rely on external motion capture systems [5, 6] and even fewer that employ this type of

feedback when the robot is performing dynamic locomotion [2]. Research and industry are still

looking for ways to use exteroceptive inputs while performing fast and reliable locomotion.

A number of factors make the problem difficult: the high density nature of visual data and

the time it takes to be processed; errors in the robot’s pose estimate with respect to the

world; and inaccuracies in the map built by the robot using its sensors. However, there

have been advances in locomotion control, state estimation, machine learning and mapping

in recent years that can help to overcome these limitations. In this dissertation, we use some

of these novel techniques from various fields to devise locomotion control schemes with vision

to enhance the robot’s capabilities, and develop strategies with two specific features in mind:

1. Sensing and computing autonomy: the robot should be able to perceive its environment

and take actions only using on-board sensors and computers.

2. Capability to reliably perform dynamic locomotion: the strategies should allow the robot

to use visual information to act considering the environment while performing dynamic

locomotion2.

1.2 Contributions

The main novel contributions provided throughout this thesis can be summarized as:

2A more detailed explanation of what is meant by "dynamic locomotion" throughout the text is given in

Sections 2.1 and 2.2.
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1. A vision-based locomotion strategy to perform dynamic locomotion while continuously

adapting foothold locations based on information of the terrain using only on-board

sensing and computing. This contribution is validated both in simulation and experi-

ments.

2. A model predictive control (MPC)-based whole-body control strategy for dynamic loco-

motion that considers information about the morphology of the terrain with respect to

future contacts, thanks to the computational gain obtained by the convolutional neural

network (CNN)-based foothold classifier using only on-board sensing and computing.

This contribution is validated in simulation.

Contribution 1 has been published in IEEE Robotics and Automation Letters [7] and con-

tribution 2 has been accepted for presentation at the IEEE International Conference on

Robotics and Automation (ICRA) 2020 [8]. Additionally, two secondary contributions can be

mentioned:

• A self-supervised machine learning pipeline to train a computationally light CNN-based

foothold classifier to select safe footholds for legged robots. The classifier is able to

output safe foothold locations within less than 0.2 ms.

• An empirical demonstration of the influence of the wrench exerted on the body due to

the inertia of the legs during swing when using the centroidal dynamics model as a basis

for MPC during dynamic legged locomotion.

1.3 Outline

The remainder of this dissertation is organized as follows: Chapter 2 summarizes the previous

works relevant to this thesis; Chapter 3 provides an overview of HyQ and HyQReal, the robots

used to evaluate the methods and strategies presented in this study; Chapter 4 explains

both the self-supervised machine learning pipeline and the vision-based locomotion strategy;

Chapter 5 is dedicated to the MPC-based whole-body controller with terrain awareness and

the empirical demonstration of the influence of the leg inertia during dynamic locomotion;

Chapter 6 concludes this dissertation with final remarks and future research directions.
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Chapter 2

Related Work

Legged robots have come a long way to achieve dynamic and versatile locomotion. They

now display a wide variety of gaits and behaviors that has brought them closer to industrial,

household and field applications. Nowadays, research in legged robots is paying increasingly

more attention to the interaction with the environment, rather than looking at the machines

as isolated systems. To understand this interaction, advancements in computer vision have

made it possible for robots to use visual feedback and adapt to their surroundings.

Dynamic legged locomotion and computer vision have evolved drastically on their own in recent

years, but it is still challenging to use vision in a dynamic locomotion setting. The purpose of

the research outlined throughout this dissertation is to propose strategies that bring together

these two features in legged locomotion systems.

In this chapter we provide a compendium of the relevant work regarding legged locomotion and

visual terrain awareness to set the stage to address open questions and support the paths we

took to solve them.

2.1 Legged Locomotion: Static vs. Dynamic

The idea of building legged machines can be traced all the way back to the 1960’s [9]. The in-

terest arose from the advantages that legged vehicles could have in rough terrain during space

exploration and field applications, compared to their wheeled counterparts. Some examples

of these early prototypes are shown in Figure 2.1. These vehicles pioneered the development

of the legged robots we know today, but the motions they could achieve were very limited

and their behavior was rather slow and "stiff", compared to humans and animals, or even
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(a) GE Walking Truck (b) OSU Hexapod (c) ASV Hexapod

Figure 2.1: Examples of early prototypes of legged machines: a) General Electric Walking Truck,

1965 [20]: a 1400 kg hydraulically powered machine; b) Ohio State University Hexapod, 1976 [9]:

a manually operated six-legged robot; c) Active Suspension Vehicle, 1984 [9]: weighing 2700 kg,

is one of the largest terrain-adapted walking machine ever built.

to wheeled vehicles. In those times, it was difficult to imagine a quadruped robot dancing

to Uptown Funk or a humanoid performing parkour [10]. To get to this point, academia

and industry have taken very large steps regarding mechanical design [11, 12, 13], manu-

facturing [14], computing, actuation [15, 16] and control [17, 18, 19] in the past 60 years.

Legged robots have walked a long path to become the athletic machines that they are today.

Very much like humans, in the early stages of legged systems the initial concern was to make

them walk without falling. The work of McGhee and Frank [21] on the stability properties

of creeping gaits provided the fundamentals to build a stability criterion for walking robots

known as the support polygon. This criterion states that the projection of the center of mass

(CoM) on a plane perpendicular to gravity has to be within the convex hull of the robot’s feet

for the system to balance and be statically stable. The concept of the support polygon was

extended by Vukobratović and Juricic [22] to propose the Zero-Moment Point (ZMP), defined

as the point on the ground where the total moment produced by the inertial and gravitational

forces is equal to zero, and the Center of Pressure (CoP), defined as the equivalent point of

application of all the ground reaction forces. These concepts are still widely used in the

legged locomotion community. More recent works [23, 24, 25, 6], use the support polygon

or extensions of it as a criterion for stability during locomotion. A particularly interesting

extension considers actuation limits using a six-dimensional polytope [26]. The polytope

represents the set of allowable forces that the robot can generate with respect to its actuation

limits, namely, the Feasible Wrench Polytope (FWP) [27]. Herein, the iterative projection

algorithm [28] is used to project this six-dimensional polytope onto the two-dimensional space

of the support region.

The relevance and usefulness of the support polygon, the ZMP and the CoP in the field of

legged locomotion are indisputable. Their validity is such that the ZMP was revisited in
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2004 by Vukobratović and Borovac [29], 35 years after it was initially proposed. They are

simple, yet powerful tools to determine balance conditions on flat ground. Some researchers

have even gone further and extended the ZMP to non-flat terrain [30]. Control strategies

were devised to generate patterns of movement and achieve leg synchrony during locomotion

(i.e., gaits) respecting these criteria. However, in the case of the support region, it only

provides static balance guarantees. Because of this innate condition of static balance, the

type of gaits that are generated using the support region are regarded as static or quasi-static

gaits. Furthermore, in most cases ZMP-based strategies are not able to produce gaits that

include flight phases, since the robot cannot exert any force due to lack of contact with the

environment. These kind of strategies are suitable in safety-critical situations where well

planned motions are required. However, using such strategies limits the performance of a

robot if more dexterous and agile behavior is needed.

A wide variety of locomotion strategies emerged to grant robots the ability to perform reliably

outside of the static balance criteria. Thanks to these strategies, some robots can perform

highly dynamic motions. Some examples of these robots are shown in Figure 2.2. In this

dissertation we focus on this kind of motions and in particular, strategies that can generate

dynamic gaits. We use the term dynamic gaits to refer to the type of gaits in which the body

is not strictly in equilibrium at all times while it is moving, forcing the robot to continuously

take steps in order to prevent falling.

Gait parameters. We have briefly mentioned the term gaits, what it stands for (the syn-

chronized patterns of motion of the legs during locomotion) and that they can be classified as

static or dynamic. There are several types of human and animal gaits that have been widely

studied in the field of biology [32]. A series of parameters related to leg synchronization and

timing are used to differentiate one gait from another. Below, we list some of these parameters

that will be used throughout this dissertation in order to specify a gait and a desired range

of speeds [33].

(a) Mini Cheetah (b) Vision 60 (c) Spot Mini (d) Atlas

Figure 2.2: Examples of dynamic legged robots: a) Massachusetts Institute of Technology, Mini

Cheetah [11]; b) Ghost Robotics, Vision 60 [31]; c) Boston Dynamics, Spot Mini [10]; d) Boston

Dynamics, Atlas [10].
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• Swing phase time (tsw ∈ R) is the period of the gait when a specific leg is in the air and

it is measured in seconds (s).

• Stance phase time (tst ∈ R) is the period of the gait when a specific leg is on the ground

and it is measured in seconds (s).

• Step frequency (fs ∈ R) is the number of steps taken per second by a specific leg and it

is measured in hertz (Hz).

• Step period (ts) is the inverse of the step frequency (ts = 1/fs) and it is equal to the

sum of the stance and swing phase times. It is measured in seconds (s).

• Duty factor (Df ∈ R) is the ratio between the time that a leg is in stance phase with

respect to the step period (Df = tst/ts).

• Step height (hs ∈ R) is the maximum vertical distance (clearance) from the ground that

a specific leg reaches during swing phase and it is measured in meters (m).

• Step length (ℓs ∈ R
3) is the vector that indicates the direction and distance traveled

by the foot with respect to the robot’s base during stance phase and it is measured in

meters (m).

An example of a leg trajectory is depicted in Figure 2.3 to illustrate some of the mentioned

parameters. In most of the case studies, simulations and experiments in this dissertation we

use a trot, which is a type of dynamic gait where the diagonal pairs of legs (left-front/right-

hind and right-front/left-hind) move at the same time. However, the methods here proposed

are not limited to this type of dynamic gait, and moreover can also be applied in the case

of static gaits, as demonstrated in [7]. As it will be discussed in Section 4.3.1, static and

dynamic gaits pose different challenges regarding foothold selection, which is one of the key

components of this research.

The rest of this chapter is organized as follows: Section 2.2 gives an overview of locomotion

strategies that are able to generate dynamic gaits; Section 2.4 focuses on describing key works

regarding terrain awareness for legged robots; finally, Section 2.5 summarizes the material

presented in this chapter and discusses how it relates to the methods and contributions of

this thesis.

2.2 Dynamic Locomotion Strategies for Legged Robots

In this section we provide a summary of strategies that achieve dynamic locomotion1 for

legged robots. This type of locomotion is by itself a complex problem because it involves

1From here on we use the term "dynamic locomotion" to refer to the type of locomotion displayed by

dynamic gaits.
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Figure 2.3: Example of a foot trajectory in the robot sagittal plane.

several components, such as balancing, attitude control, leg synchronization, contact sequence

synthesis, foot trajectory generation and disturbance rejection. On top of this, to prevent

failure, all of these components need to be computed within a short time window [34, 35]. To

make the problem more tractable, each of these components are usually dealt with separately

and tackled through a combination of approaches that take care of different parts of the

process. These approaches can be heuristic, model-based or even data-driven.

One of the very early examples of this "divide and conquer" type of approach were the contri-

butions from Raibert [36] and the Leg Laboratory, first at Carnegie Mellon University (CMU)

and then at the Massachusetts Institute of Technology (MIT). Their contributions are consid-

ered pioneering works in the field. Their early prototypes included a 3D one-legged hopping

machine (see Figure 2.4a). The robot was able to hop in place, and travel from one point

to another on flat ground under position and velocity control while keeping its balance. The

control was broken into three separate problems: hopping height, body attitude and forward

velocity. The hopping height was controlled by adjusting the thrust given at each hop. The

body attitude was controlled at stance phase by moving the hip. The forward velocity control

was based on the so-called neutral point. This concept was one of the key components that

drove robots to perform such athletic feats. The neutral point is a point localized on the

ground at approximately the middle of the stance (usually defined as the projection of the

hip position on the ground). If the robot places its foot at the neutral point, it causes a

symmetric motion of the body about that point, causing the average momentum rate and

acceleration to be equal to zero. The neutral point can be calculated as

pn = pr + ċ
tst

2
+ kh(ċ − ċd) (2.1)

where pn ∈ R
2 is the neutral point, pr ∈ R

2 is a known reference position on the ground (in

this case the projection of the position of the hip on the ground), ċ ∈ R
2 is the horizontal
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(a) 3D One-Leg Hopper [36] (b) 3D Biped [36] (c) Quadruped [40]

Figure 2.4: MIT Leg Laboratory robots.

velocity of the robot, ċd ∈ R
2 is the desired horizontal velocity of the robot, tst is the duration

of the stance phase and kh ∈ R is a gain. These methods and ideas were transfered to more

complex machines such as bipeds and quadrupeds (see Figures 2.4b and 2.4c), and are still

widely referred and used nowadays due to their simplicity and effectiveness (e.g., [37, 38, 39]).

The groundbreaking works in dynamic legged locomotion from Raibert [36] in the 80’s were

based both in classic control theory and heuristic approaches. The term heuristic refers to a

family of problem-solving approaches that rely mostly on observation, experience and practice

rather than theory or mathematical constructs. They generally provide sufficient short-term

solutions to complex problems based on empirical knowledge. Nevertheless, they are difficult

to generalize due to their low reliance on theory.

The work from the MIT Leg Laboratory was further extended by Pratt et al. [41] who devised

the virtual model control, a motion control framework that uses virtual components to create

forces generated when they interact with a robot system. The virtual components consisted

of spring-damper systems described in operational space [17]. Figure 2.5 shows a schematic

drawing of the robot Spring Turkey with two virtual components. This strategy was applied to

the biped robots Spring Turkey [41] and Spring Flamingo [42], which can be seen in Figure 2.6.

Raibert and Pratt developed both of their approaches to provide simple and intuitive so-

lutions to complex problems based on their insight, and were able to devise complete loco-

motion frameworks. Other researchers have drawn inspiration from nature to solve specific

parts of the locomotion problem, for example, to determine the stance phase duration in

a bounding gait [43]. One representative example is the use of central pattern generators

(CPGs). In animals, CPGs are neural circuits capable of producing coordinated patterns of

high-dimensional rhythmic output signals while receiving only simple, low-dimensional, in-
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Figure 2.5: Schematic drawing of the Spring Turkey robot supported by the virtual "granny

walker" composed of two virtual spring-damper systems [41].

(a) Spring Turkey [41] (b) Spring Flamingo [42]

Figure 2.6: Robots used to test the virtual model control framework.

put signals [44]. In robotics, this neural structures have inspired researchers to use artificial

neural networks (ANNs) or systems of coupled nonlinear oscillators to assign trajectories of

the legs in a synchronized manner. This approach was effectively used as an alternative to

static stability criteria such as the ZMP or control laws based on virtual model control in

locomotion frameworks for robots such as hexapods [45, 46, 47], quadrupeds [48, 49] and

bipeds [50, 51]. In [52], the authors developed a workspace formulation for the synchroniza-

tion and leg trajectory generation for the quadruped robot HyQ [53] using coupled nonlinear

oscillators. The trajectory generation was part of a modular control framework (namely, the

Reactive Controller Framework (RCF)) designed for quadrupedal dynamic locomotion. In

this dissertation, we make use of the RCF and thanks to its modularity we are able to ex-

tend its capabilities to consider the morphology of the terrain. In Section 3.4.1 we provide a

summary of this control framework.

In general, leg synchronization and gait sequence generation rely heavily on user experience

and knowledge. Automatic gait synthesis and discovery is still one of the research oppor-

tunity areas in legged locomotion [54]. Furthermore, although there is plenty of research

in contact/foothold planning [55, 56, 57, 58], there are not many examples of legged robots
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performing dynamic locomotion in combination with terrain knowledge for contact/foothold

selection in hardware. However, the advancements in body balance and attitude control have

carried the load to improve dynamic locomotion in recent years. The evolution of hardware

to decrease computational time and the development and implementation of algorithmic tools

such as automatic differentiation [59, 60], have made it possible to implement trunk balance

and attitude control strategies that rely on optimization to compute the robot joint efforts

to achieve desired ground reaction forces (GRFs). In the following section we review some of

the most relevant optimization-based controllers that help to produce dynamic locomotion.

2.2.1 Optimization-Based Whole-Body Control

Optimization has become one of the spears that has lead the charge in legged robotics re-

search in recent years. Many stages of the development of legged robots such as mechanical

design [61], CoM trajectory generation [55, 62, 63] and control [64] can now rely on optimiza-

tion. One of the areas where it has had a large impact is in what it is referred as whole-body

control (WBC). The objective of WBC for legged robots is to develop a framework that is

general enough to solve multiple kinds of tasks, while keeping a solid set of rules (e.g., main-

taining equilibrium) that guarantee the correct execution of such tasks [65]. In general, WBC

frameworks are structured in such a way that first the equilibrium of the body is guaranteed

by solving an optimization problem based on a model. We refer as model-based optimization

strategies to the family of body controllers (referred from here on as trunk controllers) that

rely on the computation of the control inputs based on the solution of an optimization prob-

lem, constrained to obey the behavior imposed by either a full or a simplified mathematical

model of the robot dynamics.

A legged robot can be modeled as a floating-base kinematic tree with a specific number of

joints [66]. The term floating base refers to a body (i.e., a link) from the tree connected to the

fixed inertial frame via a 6-degree of freedom (DOF) fictitious joint. This situation is depicted

in Figure 2.7. Since floating-base systems are also described as kinematic trees, they can be

mathematically modeled similarly to fixed-base robots, with the consideration that the total

number of DOFs is N = nj + 6, where nj is the total number of actuated joints in the robot

(generally revolute or prismatic) and the additional 6 DOFs correspond to the fictitious joint

that connects the inertial frame to the floating base. With this consideration in mind, the

dynamic model of a floating-base system can be derived with the Euler-Lagrange equation

commonly used to model mechanical systems [67]. Namely, the equation that describes the

dynamics of an articulated floating-base2 system with nj actuated joints is given by

M(q)ṡ + h(q, s) = Bτ + J⊺

c(q)F (2.2)

2For a complete derivation of this equation we refer the reader to Chapter 2 of Part A of [67].

Octavio Villarreal Bridging Vision and Dynamic Legged Locomotion



2.2 Dynamic Locomotion Strategies for Legged Robots 13

Figure 2.7: A floating-base mobile robot. The robot is fixed to the inertial frame via a 6-DOF

joint and the body connected to this joint is called floating base. Image inspired on the lecture

notes on computational robot dynamics by Roy Featherstone [1].

where M ∈ R
(6+nj)×(6+nj) is the joint-space inertia matrix, s ∈ R

6+nj is the generalized

floating based velocity defined as s = [ν⊺ q̇⊺]⊺, where ν ∈ R
6 is the floating-base robot

velocity defined as ν = [ṙ⊺ ω
⊺]⊺ with r ∈ R

3 being the 3D position of the CoM with respect

to the world and ω ∈ R
3 is the angular velocity of body with respect to the base, q ∈ R

nj is the

vector describing the actuated joint positions, h ∈ R
6+nj is the vector of Coriolis, centrifugal

and gravitational terms, B is a matrix that selects the actuated from the unactuated joints,

τ ∈ R
nj is the vector of joint torques, Jc is the contact Jacobian and F is the vector of

external forces. Equation (2.2) can be separated into its actuated and unactuated parts as

[

Mu Mua

Mau Ma

] [

ν̇

q̈

]

+

[

hu

ha

]

=

[

0

τ

]

+

[

J⊺

c,u

J⊺

c,a

]

F (2.3)

where Mu ∈ R
6×6 and Ma ∈ R

nj×nj are the direct unactuated and actuated parts of the

joint-space inertia matrix, whereas Mua ∈ R
6×nj and Mau ∈ R

nj×6 correspond to the cross

terms between actuated and unactuated parts of the joint-space inertia matrix, hu ∈ R
6 and

ha ∈ R
nj are the unactuated and actuated vectors of Coriolis, centrifugal and gravitational

terms, and Jc,u ∈ R
nc×6 and Jc,a ∈ R

nc×nj are the unactuated and actuated contact Jacobians.

The model description in (2.2) is what it is general referred to as whole-body dynamics or full-

body dynamics. The elements inside the joint-space inertia matrix M, vector h and the

Jacobian Jc are dependent on the joint configuration q and the generalized velocity in a

nonlinear fashion. Moreover, from (2.3) it can be seen that there are cross-term dependencies

between the actuated and the unactuated joints of the robot, and this dependency is nonlinear

as well. This high-level overview already shows that the full-body dynamics is significantly

complex due to these nonlinearities and couplings.

The goal of a trunk controller is to be able to control the body pose of the robot at a specific

given time. The problem can be summarized by having the control authority to determine
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the following state vector

x =










Θ

r

ω

ṙ










(2.4)

where Θ ∈ R
3 is the orientation of the body with respect to the world expressed in Euler

angles roll (φ ∈ R), pitch (θ ∈ R) and yaw (ψ ∈ R), and ω ∈ R
3 is the angular velocity of the

robot with respect to the world. In other words, we would like to control the position and

orientation of the robot at any given time. There are several ways to tackle this problem.

One of them is to focus on the dynamics of the CoM only, the so-called centroidal dynamics

[68, 69], which means to consider only the top part of (2.3), i.e.:

Muν̇ + Muaq̈ + hu = J⊺

c,uF (2.5)

Equation (2.5) can be further divided into the linear and rotational dynamics of the robot as

mr̈ + g =
n∑

i=1

Fi (2.6)

Iω̇ + ω × Iω + Muaq̈ =
n∑

i=1

pi × Fi (2.7)

where m ∈ R is the total mass of the robot, g ∈ R
3 is the vector of gravitational accel-

eration, I ∈ R
3×3 is the inertia tensor, pi ∈ R

3 is the location of the ith stance foot for

i = LF,RF,LH,RH3 and n ∈ N is the total number of feet on the ground. As we mentioned,

we would like to be able to define a pose for the robot at any given time, i.e., be able to control

the states defined in (2.4). Equations (2.6) and (2.7) do not contain the variables related to

the orientation of the body (namely, Θ). To take them into account, we can consider the

rotational kinematics of the robot given by

[ω]× = ṘR⊺ (2.8)

where R ∈ SO(3) is the rotation matrix which transforms from body to world coordinates

and the operator [x]× is the skew-symmetric matrix such that [x]×y = x × y. Equation (2.8)

can be rewritten as

ω =







cos θ cosψ − sinψ 0

cos θ sinψ cosψ 0

− sin θ 0 1













φ̇

θ̇

ψ̇







(2.9)

then, the rate of change of the Euler angles can be obtained from (2.9) as






φ̇

θ̇

ψ̇







=







cosψ/ cos θ sinψ/ cos θ 0

− sinψ cosψ 0

tan θ cosψ tan θ sinψ 1







ω (2.10)

3Herein i is the leg index with LF: Left-Front, RF: Right-Front, LH: Left-Hind and RH: Right-Hind.
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If we define the matrix that maps the angular velocity to the angular rates on the right-hand

side of (2.10) as T(Θ), Equation (2.10) can be more compactly expressed as

Θ̇ = T(Θ)ω (2.11)

Note that the inertia tensor with respect to the world I is defined as

I = RIBR⊺ (2.12)

where IB is the inertia tensor with respect to the body frame. This makes the inertia tensor

dependent on the orientation of the body Θ. Combining (2.6), (2.7) and (2.11), we can

express the total system dynamics in terms of the states in (2.4) as










Θ̇

ṙ

ω̇

r̈










=










03 03 T(Θ) 03

03 03 03 13

03 03 03 03

03 03 03 03



















Θ

r

ω

ṙ










+










03 ... 03

03 ... 03

I−1(Θ)[pLF ]× ... I−1(Θ)[pRH ]×

13/m ... 13/m



















FLF

FRF

FLH

FRH










+










03

03

ω × Iω + Muaq̈

g










(2.13)

or expressed in a more compact manner

ẋ = A(Θ)x + B(Θ,pLF , ...,pRH)F + E(ω,q, q̈) (2.14)

Assuming that we have access to all the states (which can be obtained using state estima-

tion [70]), that we can measure q, q̇ and q̈, and that we know the specific location of the

feet that are in stance at the current time, matrices4 A, B and E can be fully determined.

One successful approach of WBC has been implemented in [25] based on two assumptions.

Firstly, given that the weight of the legs is considerably less with respect to the total weight

of the robot, the cross-term product Muaq̈ in (2.3) and (2.13) can be considered negligible.

Secondly, it can also be assumed that the Coriolis terms related to the rotational dynamics

(namely, ω × Iω) can also be neglected if the robot is not rotating at fast angular speeds,

which can create effects of nutation and precession. Considering these two assumptions, the

controller is designed such that it tracks desired accelerations defined by the following PD

workspace control laws

r̈d = Kp,l(rd − r) + Kd,l(ṙd − ṙ) (2.15)

ω̇d = Kp,r[RdR⊺]−1
×

+ Kd,r(ωd − ω) (2.16)

4Note that B in (2.2) is different from B(Θ,pLF , ...,pRH) in (2.14).
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where Kp,l ∈ R
3×3, Kd,l ∈ R

3×3, Kp,r ∈ R
3×3 and Kd,r ∈ R

3×3 are gain matrices; rd ∈ R
3

and ωd ∈ R
3 are the desired position and angular velocity respectively; Rd ∈ SO(3) is the

rotation matrix representing the desired orientation of the body; and the operator [x]−1
×

is

the inverse operator of [x]× such that [x]−1
×

= x. Finally, if the orientation of the robot is set

to remain parallel to a flat surface (Θ = 0), and by replacing the desired linear and angular

accelerations, we can rewrite (2.13) as

[

I−1(Θ)[pLF ]× ... I−1(Θ)[pRH ]×

13/m ... 13/m

]

︸ ︷︷ ︸

B










FLF

FRF

FLH

FRH










︸ ︷︷ ︸

F

=

[

ω̇d

r̈d

]

︸ ︷︷ ︸

b

(2.17)

then, friction consistent GRFs can be found by solving the following optimization problem

minimize
F

||BF − b||L + ||F||K

subject to − µFz≤ Fx ≤ µFz,

− µFz≤ Fy ≤ µFz,

Fmin≤ Fz ≤ Fmax

(2.18)

where L and K are weighing matrices for the 2-norm, µ is the friction coefficient between the

feet and the ground, Fx, Fy and Fz are the x, y and z components of the GRFs of the stance

feet, and Fmin and Fmax are limits for the vertical GRFs. The optimization problem in (2.18)

is defined as a quadratic program (QP), and can be solved using standard solvers such as the

open source QP solver QuadProg++ [71], which implements the Goldfarb-Idnani active-set

method [72]. Then, the optimized GRFs F∗ can be mapped into joint torques with

τ
∗ = −J⊺

c,uF∗ (2.19)

This formulation has been successfully implemented for dynamic locomotion. For example,

this trunk controller has been combined with the RCF from [52] and a similar implementation

has been used for model predictive control (MPC) in [39].

A similar approach to [25] was applied in [73] on the humanoid robot Atlas [73], but instead

of neglecting the leg inertia and the Coriolis effects, the centroidal dynamics represented

by (2.13) are linearized at every iteration and set as an equality constraint. Then a QP that

minimizes the difference between the desired and current states is solved. A step further was

taken in [74] for the DARPA Robotics Challenge (DRC), where they set the problem in terms

of the joint accelerations q̈, the joint torques τ and the GRFs F for given joint position and

velocities q and q̇, respectively. Herein, the problem is stated as well in the form of a QP,

and the equations of motion are set as equality constraints, with no need for assumptions

or simplifications. The work of [74] is very similar to the whole-body controller used in [75],
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which is based on [76] with some differences in the way the constraints are set and in the

cost function. In [77], a whole-body controller is devised for the humanoid robot TORO [78]

based on the solution of a QP, however, the dynamics are stated such that the controller

allows interaction of the end-effectors with the environment in a compliant manner, although

no walking motions are shown.

More recently, it has been shown for quadrupeds as well that the problem can be formulated

in terms of the total wrench exerted on the body instead of the GRFs [79]. The advantage is

that the joint accelerations q̈ and the GRFs F can be jointly optimized by setting an equality

constraint that encodes the physical consistency between these two control inputs, without

having to rely on the assumptions regarding the weight of the legs and limited rotational

speeds. This controller was further extended to drop the rigid terrain assumption and work

also for soft terrain models [80]. Similarly in [81], a whole-body dynamic controller based

on the analysis of the dynamics of the CoM for a humanoid robot and went even further by

implementing the friction constraints in terms of the contact wrench cone (CWC) [82].

Whole-body controllers have demonstrated their value and have been key for the progress

of dynamic locomotion. They can instantaneously guarantee balance to allow the robot

to execute other tasks. The next stepping stone has been to translate this instantaneous

conception of balance to a more plan-oriented scheme and provide safety guarantees (such as

balance) to perform a task in the future, for example moving from point A to B. This kind

of problem belongs to the realm of trajectory optimization (TO).

2.2.2 Trajectory Optimization

Unlike wheeled robots, to move from a specific pose to another, legged robots need to define

a specific and feasible sequence of contacts/footholds in order to reach a goal. This scenario

is depicted in Figure 2.8. Furthermore, the GRFs on each foot have an impact on the overall

acceleration of the base, and they depend on the weight of the robot, the torque at each joint,

the feet contact positions and the robot pose itself. The problem becomes even more complex

when the flat terrain assumption is dropped. In summary, a task as simple as moving from

point A to B requires to plan for a contact/foothold sequence and a trajectory of the CoM.

Solving this problem for a legged robot requires to find a large number of free variables for a

determined planning horizon such as:

• body orientation (Θ);

• CoM position (r);

• contact positions (pi);

• gait sequence (G);
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• joint torques (τ );

• ground reaction forces (F).

The selection of these variables have effects from one to another, and cannot be selected

arbitrarily. To find a feasible combination, the model from (2.13) can be used to constrain

the selection of these variables to obey the dynamics of this system. If we recall (2.13),

matrices A, B and E are fully determined for the current time. However, these matrices for

"future" states are not defined because Θ, r and pi are optimization variables. Moreover, pi

for future states depends on the gait pattern G.

It is possible to find values for all of the variables listed above at once using optimization,

but the nature of the optimization problem is nonlinear, non-convex and involves a large

combinatorial space. This is done in [56], and they render the problem slightly more tractable

by modeling the robot as a rigid body subject to contact forces exerted by the feet (i.e., the

centroidal dynamics model [68, 69]). The gait sequence G is encoded in the problem by

optimizing the phase durations for each of the legs. The optimization problem is defined

as a feasibility problem subject to a set of nonlinear constraints that include the centroidal

dynamics and contact-consistent behavior (friction). This problem belongs to the category

of nonlinear programs (NLPs) and it is solved using an interior point method solver, namely

ipopt [83]. The approach was tested both in simulation and hardware and it is able to find

feasible contact sequences and CoM trajectories from a starting point to a goal, without pre-

specifying any of the variables listed above. However, for highly uneven terrain it was found

that the solver can get trapped in local minima and additionally, the solver can take up to

approximately 4 s to compute a solution, which limits its application to static environments

with no perturbations in between the starting point and the goal. An alternative approach to

use the centroidal dynamics, is to use the sequential linear quadratic (SLQ) algorithm [84],

which solves a series of QPs by sequentially linearizing the system dynamics. In [62], this

method is implemented in combination with differential dynamic programming (DDP) for

quadrupedal locomotion and were able to generate both static and dynamic gaits without a

Figure 2.8: Example of a contact sequence to reach a specific robot pose. The robot moves

from pose A to pose B following the series of footholds denoted by the green discs on the ground.
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pre-specified gait sequence. However, it also suffers from long computational times (can take

up to slightly less than a minute). A similar approach is taken in [64] using SLQ, with the

difference that the problem is formulated as a switched system with a specified gait sequence,

only optimizing the switching times.

To reduce the computational cost, on top of specifying the gait sequence, TO approaches

generally divide the problem into two separate components: reference contact/foothold op-

timization and CoM trajectory generation. The advantage is that instead of having one

nonlinear problem with many optimization variables, as in the previous examples, you can

decompose it into problems that may not be as difficult or time consuming to solve as the

original problem. Such is the case of [85], where they decompose the optimization problem

in two parts: one for the optimization of the CoM trajectory and one for the optimization

of the foothold location. The CoM trajectory optimization is still a nonlinear problem which

is solved using sequential quadratic programming (SQP) [86]. The problem is, however, of

lower dimension with respect to the case that optimizes foothold locations jointly. Further-

more the optimization of the foothold location consists of a quadratic cost function with

linear constraints, hence, a QP. With this formulation, they are able to compute GRFs, joint

torques, and foothold locations for a horizon of one gait cycle in a time that goes up to 9 ms.

The method is implemented on the quadruped robot ANYmal [12] and is able to perform

multiple dynamic gaits. Other approaches that decompose the problem into contact planning

and CoM trajectory include [87], [88] and [89] in humanoids, however in the case of [87] no

hardware experiments are shown and in the case of [88] and [89] less dynamic motions are

shown.

Solving a trajectory optimization problem at a fast rate is directly connected to its appli-

cability to MPC. In recent years this control methodology has gained popularity in robotics

because of its inherent robustness and intuitiveness to formulate complex problems such as

the ones related to legged locomotion. In the following section we provide a general overview

of what MPC is and some examples where it has been applied in robotics.

2.2.3 Model Predictive Control

Model predictive control (MPC) is a control methodology that is based on five key compo-

nents [90]:

1. process model;

2. performance index or cost function;

3. constraints;

4. optimization;
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5. receding horizon principle.

The process model is a mathematical description of the system that needs to be controlled. It

serves two purposes: a) the prediction of the behavior of the future output of the process on

the basis of inputs; and b) the calculation of the input signal to the process that minimizes

the given cost function. The performance index or cost function is the criterion that reflects

the reference tracking error and the control action. It is formulated measuring the reference

tracking error and the control action. Constraints are generally set to match practical sit-

uations such as limits on the control input, states and output. Once a cost function and

constraints are defined, an optimization technique can be used to compute the set of future

control signals that minimize the cost function for a given time in the future. It can be argued

that the most important component of MPC is the use of the receding horizon principle. This

principle arises from the concept of prediction horizon. The prediction horizon is the time (or

time-steps in the discrete case) in the future that the optimization will consider to compute

control signals. The receding horizon principle states that out of all the future control signals

computed using optimization, only the signal corresponding to the first time-step of the pre-

diction horizon is applied and the horizon is shifted one time-step to restate the optimization

based on the new information coming from the measurements.

MPC is rapidly gaining momentum among the legged robotics community. Some years back,

MPC was thought to be not suitable for robotics applications, since the size of the optimization

problems required long computational times with respect to the fast dynamics involved in the

process. This limited the application of this type of framework to processes with relatively slow

dynamics, such as the ones in the chemical industry [91]. However, due to the advancements

in computer processing and algorithmic efficiency, MPC has made its way into the field of

robotics. The spectrum of strategies when using MPC varies mostly depending on the trade-

off between model accuracy and computational cost.

The initial difficulties that researchers faced when trying to implement MPC were related

to computational efficiency. Using a complete nonlinear dynamics model such as the one

described in (2.13) was not feasible. These challenges gave rise to the use of template mod-

els initially proposed by Full and Koditschek [92] after years of studying the locomotion

of insects [93, 94]. Template models are mathematical representations that try to capture

the essential dynamics of a system, using a minimum number of variables and parameters.

Roboticists took the idea of template (or simplified) models from biology to have a more intu-

itive understanding of the dynamics when developing robotic systems and make their analysis

and control more tractable. Technically speaking, the hypothesis is that template models are

attracting invariant submanifolds on which the restricted dynamics take a form prescribed to

solve the specific task at hand [95].

The seminal work of Kajita et al. [96] explains how the linear inverted pendulum (LIP) model

can be used as a simplified model for the control of legged robots. Herein, a robot standing on
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its support leg is modeled as a pendulum connecting the foot with the CoM of the robot. The

model is linear since the motion of the center of mass is constrained to a plane perpendicular

to gravity and stability is guaranteed using the ZMP criterion (see Section 2.1). The model

can be described by

z = cxy −
1

ω2
c̈xy (2.20)

where z is the zero moment point, cxy is the projection of the CoM onto the xy plane,

ω =
√

g/cz is the natural frequency of the pendulum, where g is the acceleration of gravity

and cz is the z component of the CoM position. A biped robot was able to walk using

generated patterns based on this simple model (and modified versions of it, like the cart-table

model [97]), and was also able to go through complex scenarios such as stairs and stepping

stones. Some other relevant results on WBC and trajectory optimization of humanoids and

quadrupeds are based on simplified models [98, 55].

The reduced complexity of simplified models allows to optimize and recompute trajectories

and control signals during execution. Such is the case that MPC-based locomotion controllers

have been devised for humanoids [99, 100, 101, 102] and quadrupeds [103].

However, as in the case of the LIP model, these approaches work well under a number of

assumptions such as zero vertical acceleration or no angular dynamics, and some consider

that friction will always be sufficient to maintain contact with the ground. Nevertheless,

simplified models are still relevant to dynamic legged locomotion, not only because of their

historic significance but also because they can be used to describe complex dynamics and

reduce the computational load of larger optimization problems.

To drop these assumptions, the work of [39] considers a simplified version of the centroidal

dynamics model, neglecting leg inertia, and ignoring the effects of non-zero roll/pitch on the

dynamics of the body. The optimization problem is still convex and it is solved in real-time

as a QP. The strategy keeps the robot in balance during a range of highly dynamic motions

(e.g., trot, bound, and gallop) on the Cheetah 3 robot [11].

Some other approaches tackle the trade-off between computational cost and model accuracy

not by simplifying the whole-body dynamics, but by relying on reducing the computational

cost of the optimization problem solver. One of the very first examples where the full dy-

namics model was used to implement a nonlinear model predictive control (NMPC) controller

was given in [104]. Therein, the MPC optimization problem is solved using the iterative lin-

ear quadratic regulator (iLQR) algorithm. Another remarkable example is the one devised

in [105]. Their approach performs NMPC and relies on a custom solver based also on the

iLQR algorithm and exploits automatic differentiation [60]. The work shown in [106] im-

proved on the implementation of the SLQ algorithm for trajectory optimization used in [64]

by computing the backward pass in parallel. This improvement allows them to run their

trajectory optimization algorithm in an MPC fashion.
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2.2.4 Data-driven approaches

Machine learning and artificial intelligence have become one of the most discussed research

topics in recent years. This technology seems to be taking off due to the increasing ability

to gather and process large amounts of data, which was one of its main bottlenecks in the

past. Machine learning (and specifically deep learning) have proven to outperform previous

approaches in areas such as image classification, natural language processing and autonomous

driving. Such popularity has made its way to the field of legged locomotion.

In particular, results regarding deep reinforcement learning have caught the eye of many.

In 2017, Google DeepMind [107] released a paper [108] that featured a deep reinforcement

learning strategy to teach locomotion in rough environments to two and four-legged simulated

agents, with only proprioceptive sensing (joint position and torque), its position with respect

to the environment and a profile of the terrain ahead. The learning scenario consisted on an

obstacle track that the agent traversed in the longitudinal direction. The reward was designed

such that it encouraged forward velocity and penalized deviation from the center of the

track. With this simple reward function, the agents were able to traverse a complex, dynamic

environment, even in the presence of disturbances. Similarly, the work in [109] developed a

hierarchical deep reinforcement learning framework to teach high-level locomotion skills to

navigate complex environments or manipulate objects to a biped agent, and extended their

work in [110] to learn complex skills such as running and performing backflips, cartwheels and

sideflips, from example motion clips. Although the results of all three methods are impressive,

the amount of data required is in the order of 1 × 107 examples and the learning process can

take several days. Furthermore, these approaches have not yet been tested in hardware.

More recently, a deep reinforcement learning strategy to develop a feedback control law and

generate locomotion to the biped robot Cassie [111] was demonstrated in [112]. The robot was

able to walk robustly in simulation and the method has been recently tested on hardware [113].

Another work in deep reinforcement learning that was implemented on hardware is the work

of [114]. Herein, a control policy was trained based on simulated data, allowing the robot to

do self-righting and perform locomotion at high speeds.

The results in locomotion using deep reinforcement learning seem promising. However, the

aim of this dissertation is to benefit from the strength of model-based approaches and the

insight that they provide, and deal with the computationally expensive parts of the locomotion

process (e.g., terrain evaluation) using machine learning-based techniques, and specifically

convolutional neural networks (CNNs). In the next section, we provide a short overview

regarding the use of CNNs in the context of robotic perception.
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2.3 Convolutional Neural Networks and Robot Perception

Research in computer vision has experienced one of its most prolific decades thanks to the

emergence of deep learning. One of the main turning points was the 2012 ImageNet Large

Scale Visual Recognition Challenge [115], a competition designed to estimate the content of

a very large hand-labeled dataset (ImageNet). The winner of the challenge used an algo-

rithm based on a CNN, namely AlexNet [116], which outperformed the runner-up by nearly

10%. From that moment on, CNNs started to become the standard in machine vision image

recognition tasks.

Two precursors of CNNs prior to AlexNet were the works of [117] and [118]. The CNN

architecture proposed in [117] was one of the first to achieve high image classification accuracy

in patterns with extreme variability, such as handwritten characters. On the other hand,

in [118] the Rectifier Linear Unit (ReLu) activation function was introduced, and in [119] it

was later proven that the use of this activation function can greatly speed up training.

There are several reasons why CNNs started to gain popularity. The "neurons" that comprise

a CNN are named kernels. In essence, a kernel is a 2D convolutional filter applied to an input

image. These kernels are trained to detect features using large amounts of labeled data. In

the case of traditional computer vision, to extract features of an image these filters had to

be designed considering the specific element that the user wanted to identify from the image.

One of the major reasons why CNNs were not widely used was because of the required training

times due to hardware limitations. However, the rapid evolution of computing and electronic

devices reduced considerably the training times required for learning algorithms. As time

went by, the time required to train a CNN started to become less compared to the time

needed to design feature extraction filters. Furthermore, CNNs can be used in applications

where traditional computer vision techniques already display high performance such as face

detection [120] and enhance them, for example to do face recognition [121].

The field of computer vision intersects with robotics in several applications such as simulta-

neous localization and mapping (SLAM), object detection, grasping or scene representation.

Because of this overlap, CNNs are nowadays used to perform these kinds of tasks on many

robots. Some examples are: pedestrian detection for self-driving cars [122], object grasp-

ing [123] and visual odometry [124]. These use cases, however, are either designed for fixed-

based robots or wheeled vehicles. There are only a few examples where CNNs are used to

process visual [7, 125, 126] in the context of dynamic legged locomotion. In the next section,

we explore the works related to locomotion strategies that make use of the information of

the terrain, with and without vision, to understand the advantages and limitations of the

state-of-the-art methods, and provide the context to support the use of a CNN for foothold

selection.
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2.4 Terrain Awareness in Legged Locomotion

Legged platforms are versatile over a wide variety of terrain and tasks. In parallel, sensor

fusion techniques have evolved to overcome the harsh conditions typical of field operations

on legged machines and provide effective pose and velocity estimates for planning, control,

navigation and mapping.

Despite this progress, a real-time safe, computationally efficient way to use 3D visual feedback

in dynamic legged locomotion is still challenging. The complexity lies on the high-density

nature of visual information, which makes it hard to meet the fast response requirements for

the control actions at dynamic locomotion regimes. In this section we provide some examples

of strategies that deal with the problem of terrain awareness.

2.4.1 Trajectory Optimization and Footstep/Contact Planning

In Section 2.2.2 we discussed how trajectory optimization (TO) has improved dynamic loco-

motion. In this section, we focus mainly on TO strategies that consider knowledge about the

morphology of the terrain, not necessarily coming from sensor data.

As mentioned in Section 2.2.2, trajectory optimization techniques usually break the problem

into two parts: a footstep planner and a CoM planner. For the DRC, the WPI-CMU team

implemented a trajectory optimization algorithm for the reference position of the CoM based

also on the centroidal dynamics model using DDP, with predefined footstep locations. This

method is reported in [74], which is similar to the work of [75], with the main difference

that a footstep planner proposes a series of foot locations that the user can modify on-line.

In the case of [127] an off-line footstep planner initially provides a finite number of feasible

footsteps. Then, the given footstep sequence is used to generate a gait motion based on the

methods presented in [102]. The method was demonstrated in simulation using the HRP4

humanoid robot walking on a set of flat surfaces at various heights. In [128], the authors

devised a trajectory optimization method that constructed a cost map using an on-board

RGB-D sensor, to evaluate the terrain in search of safe footholds to avoid rough areas and

collisions. The problem was decomposed into two parts: a body action plan and a footstep

plan. The body action plan evaluated the difficulty to traverse the terrain and the footstep

plan decided where to place the feet based on the cost map. The work was extended in [55] by

including a cart-table model to generate the trajectory of the CoM for the body action plan.

In [63], a motion planning algorithm was showcased. The algorithm computed gait pattern,

contact sequences and CoM trajectory as an outcome of a mixed-integer convex program

(MICP) on several non-planar convex surfaces. The method devised in [56] (mentioned in

Section 2.2.2) was able to optimize gait, CoM trajectory and contacts, considering non-flat

terrain based on a simplified centroidal dynamics model using an off-the-shelf NLP solver.
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In [57], an approach to decompose the problem into two steps was proposed, namely: a) plan-

ning a feasible root guide path and b) generate the contacts along the path. The feasible root

guide path was a path planned in low-dimensional space based only on the reachability of

the objects that may act as support for the feet and collision avoidance. Then, once the root

guide path was decided, they computed the contacts based on their dynamic feasibility.

Similarly, in [58] the authors propose an approach that plans a trajectory for the CoM and

then obtains a series of contacts along the CoM trajectory without specifying a specific goal

position, but rather a bound around this goal position. Then a contact planner was in charge

of finding feasible sets of contacts in order to reach the surrounding area of the goal. Contact

locations were initially found using anytime non-parametric A* (ANA*), and then to evaluate

the dynamic feasibility of the contacts, they used two neural networks that learned both the

feasibility and the evolution of the dynamics between contact transitions based on a MICP-

based foothold planner.

Trajectory optimization approaches have provided solutions to deal with complex scenarios

using information of the morphology of the terrain. However, in the works here cited, either

the trajectories are computed only once before the motion is executed or the terrain is assumed

to be known and there are no experiments with vision sensors during the execution of the

motion. These issues limit their application to simulation or non-dynamic environments

without presence of disturbances.

2.4.2 Terrain Awareness with Vision

In this section we present some of the locomotion strategies that use visual feedback to traverse

difficult terrain. Kolter et al. [3] provided one of the first applications of terrain awareness to

enhance the traversing capabilities of a quadruped robot. To do so, collision probability maps

and heightmaps collected a priori are used to train a Hierarchical Apprenticeship Learning

algorithm to select the best footholds in accordance to an expert user.

A similar approach was taken in [4] where, in contrast to [3], visual feedback was discretized

using templates, i.e., portions of terrain in the vicinity of a foothold. With a learning regres-

sion method based on expert user selection, a target foothold is associated to each template.

The authors have incorporated the classification algorithm into a locomotion planner and

demonstrated its validity on the robot LittleDog, traversing highly unstructured terrains.

Both approaches have proved to be powerful, but they rely on external motion capture sys-

tems for the position and maps were provided a priori, reducing their field of application

to controlled and calibrated environments. In contrast, in [5] they used an on-board laser

scanner to collect an elevation map of the terrain. Their method searches for useful clues

related to the foothold placement, and selects the ones with minimal slippage. The optimal

footholds are learned in an unsupervised fashion, inside a simulated environment.
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Despite their ability to perform locomotion tasks with on-board sensors only, most of the

vision-based foothold selection strategies involve slow motions, mainly to provide enough

time to complete the most costly operations such as image processing and optimization. An

exception was shown in [129], where the acquisition of swept-sphere-volumes allowed the biped

robot Lola to avoid obstacles while moving, with no prior information about the environment.

Nevertheless, this strategy was mainly demonstrated for single obstacle avoidance and self

collision, and not for rough terrain.

The work of [2] is similar to the template-based foothold correction of [4], but it differs due

to its implementation in a fully reactive fashion. Heightmaps around the nominal footholds

are evaluated to generate continuous motion corrections for the RCF [52]. The corrections

are learned from expert demonstration using a Logistic Regression classifier.

More recently, a perception-based statically stable motion planner for the quadruped robot

ANYmal [12] was presented [6]. For each footstep, the algorithm generates a foothold (upon

rejection of unsafe and kinematically unfeasible solutions), a collision free foot trajectory, and

a body pose. However this approach has been demonstrated with (quasi-) static gaits and

the foothold corrections are computed only at the moment of lift-off of the leg.

Most of the previously mentioned terrain awareness strategies that used vision sensors rely

on performing locomotion at low speeds. The goal of this dissertation is to be able to break

this limitation and propose a robust and reliable locomotion strategy that considers terrain

while performing dynamic gaits.

2.5 Summary and Discussion

In this chapter, we have presented relevant works regarding the two main components that

we want to bring together: dynamic locomotion and terrain awareness using vision. Dynamic

locomotion has come a long way since the works of Raibert [36]. There is room for improve-

ment and new interesting research directions. One of the main topics that are being tackled

nowadays is the increase in computation efficiency in trajectory optimization algorithms. On

one hand, one of the limitations that prevent approaches such as [62, 64, 56] is that they still

take very long time to output reference trajectories, which means that they still cannot be

used in an MPC-fashion while performing highly dynamic motions. MPC has been achieved

thanks to algorithmic tools such as automatic differentiation [59], as well as the decompo-

sition of the problem into CoM trajectory generation and footstep selection [39]. However,

most of the MPC-based locomotion strategies do not consider information about the terrain

coming from the vision sensors. It is safe to say though, that dynamic locomotion by itself has

reached a state where the "deltas" of improvement are more subtle and refined with respect

to the initial breakthroughs.
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Conversely, terrain awareness is now one important point of discussion and improvement in

the field of legged robotics. The cost of building a map and evaluating the terrain makes

the problem difficult to address using state-of-the-art trajectory optimization approaches. In

general, plans are computed prior to the motion and then executed [63, 55], or tested in

simulation [56]. The approaches that are able to evaluate the terrain as the robot traverses

have been mostly implemented in the case of gaits that are performed at low-speed ranges [6,

125].

This dissertation aims to fill the gap between dynamic locomotion and terrain awareness

based on vision using on-board sensing and computing. Our methods stand on top of the

achievements on dynamic locomotion in the past years and we devise methods that make

use of novel control methodologies and learning algorithms such as MPC and CNNs to de-

vise locomotion strategies that evaluate terrain morphology in the time frame that dynamic

locomotion demands.
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Chapter 3

System Overview

The HyQ-series of hydraulically actuated quadruped robots is nearing its 10th anniversary

since HyQ’s debut in 2011. Since then, newer versions have improved aspects of the original

design such as aesthetics, joint range of motion, compactness and component reliability. The

latest iteration of the series, HyQReal, takes all the lessons learned from its predecessors and

focuses on improving power autonomy to be brought outside of the lab.

The methods devised throughout this dissertation use both the precursor (HyQ) and the avant-

garde (HyQReal). In this chapter, we summarize their main features related to actuation,

sensing and locomotion, to provide a better overview of the robots’ capabilities and limitations.

3.1 Robots Overview

The HyQ-series is a family of quadruped robots developed by the Dynamic Legged Systems lab

(DLS) at the Istituto Italiano di Tecnologia (IIT)1. In this dissertation we perform experiments

and simulations on HyQ and HyQReal, shown in Figure 3.1. The four legs of each robot have

three degrees of freedom (DOFs): a hip joint for abduction and adduction (HAA), a hip joint

for flexion and extension (HFE), and a knee joint for flexion and extension (KFE). Schematic

drawings of each of these robots and their leg/joint descriptions are shown in Figure 3.2.

HyQ weighs close to 100 kg and it was built mainly to run on external hydraulics and electric

power. As mentioned previously, one of the main features of HyQReal is its ability to run

with on-board hydraulics and electric power. To this end, the robot is equipped with two

1Website: https://dls.iit.it/
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(a) HyQ (b) HyQReal

Figure 3.1: Hydraulically actuated quadruped robots HyQ and HyQReal.

hydraulic pressure units (HPUs) and a battery. The total weight of the robot including HPUs

and battery totals 130 kg.

Both of these robots have the same total number of DOFs, however, there are key differences

regarding both the mechanics and the software of the robots. These differences are addressed

throughout this chapter and the methods devised in this dissertation take them into account.

The rest of the chapter is organized as follows: Section 3.2 describes the actuators and sensors

equipped both in HyQ and HyQReal; Section 3.3 gives an overview of the software/hardware

architecture developed to control these robots; and Section 3.4 outlines the main locomotion

capabilities of the HyQ-series robots.

Figure 3.2: Leg, joint and frame descriptions of HyQ (left) and HyQReal (right). The legs are

identified as left-front (LF), right-front (RF), left-hind (LH) and right-hind (RH). The joints are

indicated on the RF leg of each robot and are identified as hip abduction/adduction (HAA), hip

flexion/extension (HFE) and knee flexion/extension (KFE).
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3.2 Actuators and Sensors

HyQ and HyQReal both use hydraulic cylinders and hydraulic rotary motors. However, one

crucial difference between HyQ and HyQReal is related to the specific actuators and pro-

prioceptive sensors used. On one hand, HyQ uses several off-the-shelf components including

hydraulic cylinders and valves, force sensors, and relative encoders. The advantage of using

off-the-shelf components is that they are generally cheaper and have better documentation,

the main drawback is that these separate components require several mechanical, electrical

and software interfaces, which affects the control and design of the robot. On the other hand,

HyQReal uses the Integrated Smart Actuator (ISA) and smart manifolds [16] developed by

IIT’s industrial partner Moog, in collaboration with the DLS lab. The ISA and the smart

manifolds are hydraulic actuation systems that contain all the previously mentioned sensors,

hydraulic components and the necessary electronics to do hydraulic low-level control (e.g.,

force/torque control), all in one compact enclosing structure. This provides a much better

form factor for mechanical design and facilitates the control of each of the joints.

Because of their key differences, we proceed to explain separately the actuation and proprio-

ceptive sensing capabilities of HyQ and HyQReal. The vision sensors, however, are the same

for both HyQ and HyQReal and they are explained in one single section.

3.2.1 HyQ

Each of the legs of HyQ2 [53] has three DOFs which include the HAA, HFE and KFE joints.

The HAA joints are actuated by hydraulic rotary motors, while the HFE and the KFE joints

are actuated by hydraulic linear cylinders. The four HAA joints are equipped with a torque

sensor, while the remaining eight HFE and KFE torques are computed measuring the force

applied by the hydraulic cylinder using load cells. All of the 12 joints are equipped with

relative and absolute encoders to measure position. HyQ is also equipped with a tactical-

grade IMU, used by the state estimator [70] to provide the pose and velocity estimates of the

body with respect to the world.

3.2.2 HyQReal

One of the main upgrades of HyQReal [132] with respect to its predecessors is the imple-

mentation of novel actuation devices [16]. Each of the HAA and HFE joints is actuated by

a hydraulic rotary motor attached to what is called a smart manifold. The smart manifold

is an actuation device that includes an additively manufactured (AM) body made with tita-

nium, a high-performance servo valve and all the electronics and sensors needed to perform

2For an in depth description of the mechanical design of HyQ we refer the reader to [130] and to [131] for

reference regarding the equipped sensors.
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high-bandwidth torque control [16]. A custom-made hydraulic rotary actuator, a magnetic

rotary encoder and a torque sensor are attached to the smart manifold to perform torque and

position control. Each of the four KFE joints is driven by the Integrated Smart Actuator

(ISA). The ISA includes all of the features of the smart manifold, but instead of a rotary

actuator, it contains a hydraulic cylinder that is fully integrated into the actuation unit. This

results in an even more compact device with respect to the smart manifold. Additionally, the

ISA also provides measurements of the valve spool position, which can be used as an extra

degree of freedom for control. Figure 3.3 shows both of these actuators.

The use of these types of actuators in a legged robot has several advantages: first, it reduces

the overall complexity of the machine, since the various actuator components are combined

into one device. Sensor wires are routed inside the AM body and several components are

merged into the same electronic board (e.g., microcontroller, valve amplifier, temperature

sensor). Fewer and shorter wires result in higher reliability and less signal noise; second, it

reduces the total robot weight, and increases its ruggedness.

3.2.3 Vision and Exteroception

Throughout the years, various configurations of exteroceptive sensors have been used on

HyQ [131] and HyQReal. In this thesis we mainly use two types of exteroceptive sensors:

a) a depth sensor or RGB-D sensor and, b) a LiDAR sensor. The depth sensor, which can be

an Asus Xtion or an Intel RealSense, is used for visual odometry (VO) and mapping. The

LiDAR is mainly used to perform low-frequency pose corrections using a scan matching based

on the iterative closest point (ICP) algorithm adapted in [70].

(a) Smart manifold (b) ISA

Figure 3.3: Hydraulic actuators mounted on HyQReal developed by Moog and the DLS lab.

The smart manifold with the attached custom-made hydraulic motor, torque sensor and rotary

encoder (a) and the ISA (b) [133].
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3.3 Software/Hardware Architecture

HyQ and HyQReal are equipped with two on-board PCs: a Control-PC that runs a real-time

Linux kernel and a Vision-PC running a regular kernel. The two computers are synchronized

by means of an NTP server. The Control-PC executes the robot control commands (i.e.,

the Supervisor task) in a real-time environment, as well as the Extended Kalman Filter

state estimator in a non-real-time thread. The Vision-PC collects the exteroceptive inputs,

computes the VO and the ICP-based scan matching, and sends to the Control-PC an elevation

map of the surrounding area of the robot. The elevation map is a crucial component of the

strategies presented in Chapters 4 and 5. In case of failure of the Vision-PC, the controller can

operate blindly with a smooth but drifting pose estimate. Both HyQ and HyQReal receive

user commands from an off-board computer, the Operator-PC, connected via wifi or Ethernet.

There is a key difference regarding the low-level control and the hardware/software archi-

tecture. In HyQ, the final low-level control signals that are sent to the actuators (valve

commands) are computed inside the Control-PC. In the case of HyQReal, since the ISA and

the smart manifolds include an electronic board capable of doing the hydraulic low-level con-

trol, only the torque references are computed inside the Control-PC and they are sent to

the electronic boards of the smart actuators, which compute the low-level hydraulic control

commands [16]. Figures 3.4 and 3.5 show the hardware/software architectures of HyQ and

HyQReal, respectively.

Figure 3.4: Hardware/software architecture of HyQ. The state estimator runs on the Control-PC

and receives the signals from the proprioceptive sensors and low-frequency pose corrections from

the visual odometry (VO) module computed in the Vision-PC. The elevation map used in Chapters

4 and 5 is also computed in the Vision-PC using the point cloud delivered from the depth sensor

and the mapper module. The map and the robot states are sent to the supervisor task, which

runs in a real-time thread and sends the desired torques to the low-level control module. The

low-level control module sends the valve commands to every actuator.
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Figure 3.5: Hardware/software architecture of HyQReal. It retains a similar structure to that of

HyQ, however, the low-level control and the collection of the proprioceptive signals are outsourced

to the electronic boards mounted inside the ISA and the smart manifolds.

3.4 Locomotion Capabilities of the HyQ-series Robots

Several locomotion strategies have been implemented on the HyQ-series robots to perform

different types of gaits including crawl [134], bound [135] and trot [52]. In this dissertation we

mainly focus on trotting gaits and we specifically use the locomotion framework developed in

[52], the Reactive Controller Framework (RCF), as a foundation for the building blocks that

we devise in the subsequent chapters. However, the methods developed here can also be used

and extended to other dynamic and static gaits. Below, a summary of the main components

of the RCF is given.

3.4.1 Reactive Controller Framework

The RCF is a modular locomotion framework that is able to produce omni-directional peri-

odic gaits and is comprised of several modules that allow the robot to perform robust dynamic

locomotion on rough terrain. This framework was initially devised using proprioceptive sen-

sors only, and in this dissertation we have extended its use to consider exteroceptive inputs

as well. It consists of two main parts: a motion generation block and a motion control block.

The motion generation block is in charge of assigning the trajectories of the feet with respect

to what is called the horizontal frame. The horizontal frame is a reference frame whose

origin coincides with the body frame and shares the same yaw orientation, but its xy plane

is always perpendicular to the direction of the gravity vector. Choosing such frame makes

the generation of the feet independent from the trunk attitude, which is key when dealing

with non-flat terrain. It helps to maintain the foot contacts even when the trunk does not
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follow the desired attitude. A schematic drawing showing the horizontal frame is shown in

Figure 3.6. The leg trajectories and gait pattern are assigned using a set of central pattern

generator (CPG)-inspired coupled nonlinear oscillators with elliptical shapes, described in

Cartesian coordinates. The motion control block provides corrective actions to track the

desired trunk motion. Such actions can be defined at the kinematic level (e.g., push recovery)

or at torque level (e.g., whole-body control).

In addition to the motion control and motion generation blocks, the RCF has a reactive layer

that contains a number of modules that increase the reliability of the robot while crossing

difficult terrain; some examples are push recovery, foot collision detection, terrain adjustment

and shin collision detection. These modules send reactive components to adjust the trajectory

and joint torques to the motion generation and motion control blocks. A more detailed

description of this framework can be found in [52].

The Vision-based Foothold Adaptation (VFA) devised in Chapter 4 computes a trajectory

adaptation that is sent to the motion generation block to adjust the landing position of

the feet. The model predictive control (MPC)-based trunk controller with terrain awareness

stabilizes the trunk and replaces the trunk controller component of the motion control block

of the RCF. We are able to implement these novel approaches thanks to the modularity of

the RCF.

Figure 3.6: Description of the horizontal frame. The horizontal frame is attached to the body

frame and shares the same yaw orientation as the body frame. The xy plane of the horizontal

frame is always perpendicular to the gravity vector, i.e., roll and pitch angles are always equal to

0.
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Chapter 4

Vision-based Foothold Adaptation for

Dynamic Locomotion

Leveraging terrain information to improve dynamic locomotion on rough terrain scenarios is

a complicated task. Building a map and computing kinematic and dynamically feasible contact

sequences is computationally expensive. This cost renders the problem highly time consuming,

especially in the case of complex legged systems. This is time that a robot cannot afford during

dynamic locomotion.

This chapter addresses the use of visual information during dynamic locomotion for legged

robots on a reactive level. Our goal is to endow the robot with the ability to overcome complex

scenarios where disturbances and rough terrain may lead to unsafe footholds. We devise a

strategy that adapts foothold locations in a fast and continuous fashion using only on-board

sensing and computing.

4.1 Problem Statement

Consider the case depicted in Figure 4.1. A person is running through rough terrain and plans

a series of footstep locations to avoid falling. Suddenly, the person is pushed from the back

while one foot is in the air. The originally planned foothold cannot be reached due to the

disturbance on the body, and the change in trajectory of the foot now leads to an undesired

location. The runner only has the remaining time that the foot is in the air to adapt the

landing position. In that split second, the runner is able to find a better foothold and adjust

the trajectory of the leg to reach the new desired position1.

1A similar situation can be caused by a slipping stance foot.
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Figure 4.1: Example of a vision-based reaction. A runner is pushed and needs to adjust the

landing location of the feet to prevent falling.

We would like to reproduce this fast decision-making behavior. We acknowledge that in many

cases carefully planned contact sequences are required to overcome difficult terrain. However,

when dealing with disturbances, changing environments and dynamic locomotion, the plan

often needs to be recomputed. The robot might not have the timespan to compute a new

contact sequence according to these changes.

We propose a way to reduce the risk of failure due to foothold placement in a short timescale.

This timescale is defined by the total swing time of a leg. To achieve this, we enhance the

haptics-based reactive layer provided by the Reactive Controller Framework (RCF) [52] (see

Section 3.4.1) with foothold adaptations triggered by visual information.

In this chapter we explain how we deal with the computationally demanding processes related

to visual information and safe foothold selection. We call our approach Vision-based Foothold

Adaptation (VFA)2. The rationale behind the VFA stems from the idea of using visual infor-

mation about the terrain during dynamic legged locomotion in a fast and continuous fashion.

We remove the load related to the computation of safe foothold locations from the robot and

outsource it to a self-supervised, off-line learning pipeline. The outcome of this process is a

function approximation of an evaluation for foothold selection based on terrain morphology

and foot/leg collision avoidance. The approximated function is able to compute safe foothold

locations up to 350 times faster than the full-blown evaluation of the terrain. This computa-

tional gain allows the robot to compute safe landing locations continuously along the swing

phase trajectory of each leg.

The rest of this chapter is structured as follows: Section 4.2 explains the machine learning

pipeline to train the function approximation of the terrain evaluation; Section 4.3 details

how the VFA is integrated into the locomotion control architecture of the robot; Section 4.4

shows the prediction results of the trained foothold classifier, as well as the outcome of the

simulation and experimental tests of the strategy; finally Section 4.5 provides the summary

and the discussion regarding the contents of this chapter.

2This strategy could also be referred to as Map-based Foothold Adaptation.
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4.2 Self-Supervised Learning Pipeline

Our learning pipeline is inspired by [2]. Herein, image samples of different obstacles were

collected using an RGB-D sensor. An expert user selected the most suitable foothold location

considering terrain roughness and possible leg collisions from each image. The foothold lo-

cations and images were then used to train a logistic regression-based classifier. The trained

classifier was able to continuously compute safe foothold locations allowing the legs to adapt

their trajectory to avoid obstacles. A diagram describing this learning pipeline is shown in

Figure 4.2.

We improved the learning pipeline of [2] focusing on three main aspects:

1. Map generation and collection. Collecting map samples from the vision sensors in [2]

was highly time consuming. We improved this by generating artificial maps that ap-

proximated obstacles. This process was automated to account for different shapes and

orientations. Furthermore, we built testing scenarios in simulation and collected addi-

tional maps from these scenarios.

2. Autonomy of training. We replaced the human expert foothold selection with a self-

supervised evaluation based on the geometry of the terrain and the robot kinematics.

This allowed us to increase the size of the training set, to a potentially unlimited number

of samples. With this new evaluation we could also increase the number of possible

landing positions for each map from 9 in [2] to 225.

3. Learning model improvement. We improved the learning algorithm by replacing the

logistic classifier with a convolutional neural network (CNN), whose effectiveness for

image classification has been proven [136, 116]. This allowed us to evaluate more dif-

ficult and diverse type of obstacles with respect to [2]. The improvement in accuracy

enabled us to craft a carefully balanced architecture of the CNN with a low-dimensional

parameterization.

Figure 4.2: Description of the learning pipeline in [2].
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Figure 4.3 shows our improved self-supervised, off-line learning pipeline. We start by gener-

ating artificial images that represent obstacles such as bars, steps and pallets of different sizes

and at various orientations (see Section 4.2.1). We then evaluate these image representations

to select the best landing position of a specific foot according to a number of criteria (see

Section 4.2.2). We improve the robustness against sensor noise by adding maps corrupted

by zero-mean Gaussian noise. Then, a first version of the CNN is trained using the set of

evaluated maps. This provides a function approximation of the full-blown map evaluation.

This function approximation is first implemented and tested in a simulated scenario. We then

collect the maps from the simulator, and repeat the evaluation and noise addition performed

for the artificial maps. A CNN with the same architecture as the first one is trained using

both of the training sets corresponding to the artificially generated maps and the maps col-

lected from simulation. The outcome of this training is the final function approximation that

we implement on the real platform.

In the next section we define the image representations of the terrain used for training (namely

heightmaps), and explain how they are artificially generated and collected from simulation.

4.2.1 Heightmap Definition, Artificial Generation and Collection from Simula-

tion

Heightmap definition. A foothold heightmap (or simply heightmap) is a two-dimensional

discrete representation of the terrain where each pixel describes the height of a specific area.

The heightmap is defined such that its center corresponds to the nominal foothold of a specific

leg. The nominal foothold is the predicted landing position of a foot during swing phase

considering the leg trajectory and the velocity of the base (see Section 4.3.1).

The heightmap is parameterized by size and resolution. These two parameters are depicted

in Figure 4.4. Both parameters are the result of a trade-off between computational expense

and task requirements. We want to avoid processing large amounts of data, while retaining a

Figure 4.3: Description of learning pipeline.
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Figure 4.4: Example of an acquired heightmap from simulation.

level of detail that is meaningful to the task. A detailed discussion on appropriate parameter

selection can be found in [2]. Each pixel in the image corresponds to a possible foothold. We

opt for a heightmap size of 30 × 30 cm with a resolution of 4 cm2 per pixel (heightmap of

15 × 15 pixels), chosen according to the foot radius of HyQ (2 cm).

Artificial heightmap generation. An image can be represented as a matrix, and in the case

of a heightmap each element of the matrix corresponds to the average height of an area of

4 cm2 (see Figure 4.4). We use this representation of the heightmaps to generate artificial

examples of obstacles. We reproduce bars, gaps, steps and pallets of different sizes and at

various orientations. Examples of artificially generated heightmaps can be seen in Figure 4.5.

We use the artificially generated heightmaps to build a richer training set with significantly

more features with respect to [2], without having to design specific simulation scenarios or

collect them using the real sensors. Quantitatively, the number of examples was increased

from 3300 in [2] to 356883 combining artificially generated maps and the ones collected from

simulation.

Heightmap collection from simulation. The examples from simulation came from our soft-

ware framework, that uses the Gazebo [137] simulator to reproduce the dynamics and the

sensors. After training a first version of the CNN using the artificially generated data (step

4 in Figure 4.3), the robot was commanded to cross a series of wooden beams and the visual

3This number of training examples corresponds to the results presented in this chapter. For the simulation

and experiments in Chapter 5 a larger training set was used to train an improved version of the CNN.
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Figure 4.5: Examples of artificially generated heightmaps. The light color represents higher areas

in the map.

data corresponding to the heightmaps of each of the feet were recorded for training. This

scenario can be seen in Figure 4.4.

Remark 1 (Real sensor data). In the case of dynamic locomotion, state estimation, mapping

and joint tracking are subject to uncertainty. We will explain where this uncertainty is

originated and how we cope with it during the heightmap evaluation in Section 4.2.2. This

uncertainty may lead to errors in the pose estimations, causing bad positioning of the map with

respect to the world. Furthermore, joint tracking and base velocity estimation errors, lead

to wrong predictions of the next nominal foothold. Obtaining data from the sensors during

dynamic locomotion is complex because there is no "ground truth" data regarding the position

of the robot, the map and the feet trajectory tracking. However, it is important to point out

that the CNN-based classifier is able to provide safe foothold locations in experiments only

based on simulation and artificially generated data. This ability to extrapolate from training

data to reality strengthens our approach.

In the following section, we describe how the maps are evaluated to create the sets used to

train the CNN described in Section 4.2.3.

4.2.2 Heightmap Evaluation

We evaluate the set of 35688 heightmaps to find safe footholds with respect to the terrain

morphology and the robot kinematics. Given that the radius of the feet is 2 cm, we consider

each element of the grid (4 cm2) as a potential foothold. This results in an output space of

225 possible landing positions. In particular, we evaluate each heightmap considering single

leg swing motions with respect to six criteria:

1. uncertainty;

2. terrain roughness;

3. kinematic limits;
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4. foot frontal collision;

5. leg collision;

6. distance to the nominal foothold.

Figure 4.7 shows an example of a fully evaluated heightmap and Appendix A shows examples

of evaluations with respect to specific criteria. We proceed to explain each one of the criteria.

Uncertainty margin. Barasuol et al. [2] identified three main sources of uncertainty that

affected the reactive foothold placement therein implemented. The first source of uncertainty

is swing leg trajectory tracking errors. This is mainly related to the low-level control of the

joints. The second source of uncertainty is map-drift. This drift in the map is mainly caused

by errors in the robot’s pose provided by the state estimator. Phenomena such as impacts,

link flexibility [138] and inertial measurement unit (IMU) drift, affect negatively the pose

estimation. Finally, a third source of uncertainty comes from the foothold prediction errors.

These errors are also influenced by the inaccuracies of the state estimator, however, they also

depend on the chosen prediction model of the next landing position (see Section 4.3.1).

We conducted a series of experiments on flat terrain to identify the total error due to the

three aforementioned factors. The experiment consisted on commanding the robot to trot

approximately for 2 m, with a forward velocity Vf with a magnitude of 0.3 m/s along the x

direction of the horizontal frame, a duty factor Df = 0.65 and a step frequency fs = 1.4 Hz.

We recorded the data from these experiments and measured the error caused by inaccuracies

in our foothold prediction model (see Section 4.3.1). We also measured the error caused

by state estimator drift during swing. We compared the longitudinal position of the robot

computed by our on-board state estimator [70] against the position provided by a Vicon

motion capture system. Areas of the map that are no longer in the field of view of the

vision sensors are affected by this drift. The results of this measurements are reported in

Figure 4.6. We identified an uncertainty of 3 cm around the nominal foothold, related to

errors in the foothold prediction. The short term map drift added an error of 2.5 cm after

traversing the distance corresponding to a swing phase. To account for the total of errors we

define an uncertainty margin. This margin defines the size of the neighborhood considered

when evaluating terrain roughness. We set an uncertainty margin of 6 cm (three cells) to also

consider errors due to leg trajectory tracking.

Terrain roughness. For each possible foothold (pixel), we compute the mean and the stan-

dard deviation of the slope relative to its neighborhood. The size of this neighborhood is

defined by the uncertainty margin. We define a specific threshold for the sum of the standard

deviation and the mean of the slope, according to the foot radius. The footholds with values
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Figure 4.6: Error plots for the experiments on flat terrain to evaluate uncertainty for the left-

front (LF) leg. Gray areas represent the moments when foothold predictions are performed (i.e.,

during swing phase).

above this threshold are discarded. In Figure 4.7 the footholds marked with a light-blue ✖

symbol are discarded due to terrain roughness.

Kinematic limits. Footholds are discarded if they are located outside of the workspace of

the leg. We determine if a foothold is reachable using the leg’s inverse kinematics.

Foot frontal collision. We evaluate potential frontal collisions along the predefined trajec-

tory from the lift-off position. We consider a distance threshold for possible collisions along

the trajectory considering the radius of the feet. In Figure 4.7 the discarded footholds due to

foot collisions are marked with a black ✖ symbol.

Leg collision. Similarly to frontal collisions, we evaluate the intersection between the terrain

and both of the leg limbs throughout the whole step cycle (i.e., stance and swing phases). We

mark the discarded footholds due to leg collisions with a red ✖ symbol in Figure 4.7.

Distance to nominal foothold. In the case that multiple footholds satisfy all of the previous

criteria, we define the optimal foothold as the one that is closest to the nominal foothold. We

do this to minimize the deviation from the original trajectory.

Let H ∈ R
15×15 be an input heightmap. We denote4 gi(H) : R

15×15 → Z
15×15
2 as a mapping

that takes a heightmap H as input and outputs a matrix of binary values indicating the

4Herein, Z2 = {0, 1}, where 0 corresponds to an unsafe foothold and 1 to a feasible foothold, and subindex

i in gi(H) stands for a possible evaluation criteria.
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Figure 4.7: Example of a heightmap evaluation. The map prior to evaluation is seen on the

left. In the center the evaluated map is shown. Yellow discs indicate feasible footholds, the red

disc indicates the nominal foothold and the green disc indicates the optimal foothold. Crosses

indicate discarded footholds according to terrain roughness and uncertainty margin (light-blue);

shin collision and kinmeatic limits (red); and foot frontal collision (black). On the right, the leg

trajectory is shown along with the feasible, the nominal and the optimal footholds.

elements in H that correspond to safe footholds according to one of the previous criteria. We

define four mappings gt(H), gk(H), gf (H) and gl(H), corresponding to: terrain roughness

and uncertainty margin; kinematics; frontal collision; and leg collision, respectively. A fea-

sible foothold is defined as a foothold that is deemed as safe according to all four mappings.

Furthermore, we define g(H) as

g(H) = gk(H) ∧ gt(H) ∧ gf (H) ∧ gl(H), (4.1)

where the operator ∧ represents a coefficient-wise logical AND. The elements that are equal

to 1 of the matrix coming out of g(H) correspond to feasible footholds. The mapping h(H) :

R
15×15 → {0, 1}225, computes the feasible footholds according to g(H) and outputs a "one-hot

vector"5 that represents the optimal landing point, as the one with the smallest Euclidean

distance to the nominal foothold. In Figure 4.7 feasible footholds are marked with yellow

discs and the optimal foothold is marked with a larger green disc.

Remark 2 (Definition of the uncertainty margin). The selection of the size of the uncertainty

margin is the result of a trade-off between safety and number of available feasible footholds.

We would like to consider an uncertainty margin that accounts for all the possible sources of

error. However, if we choose a highly conservative margin the number of feasible footholds

can be significantly reduced. This situation is illustrated in Figure 4.8. In our evaluation,

if no solution is found, then the optimal foothold is set to be the nominal one and rely on

proprioception to deal with the complexity of the terrain. If a large number of examples with

a nominal solution in the center are provided to the CNN, then the trained function might be

biased to choose solutions always located in the center of the grid. We opt for an uncertainty

5A "one-hot vector" is a vector of zeros except for one of its entries, which contains the value of one.
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Figure 4.8: Number of feasible footholds for different values of uncertainty margin.

margin of three cells to maintain a level of robustness in the foothold selection, while also

keeping a meaningful number of feasible footholds.

4.2.3 Convolutional Neural Network Architecture and Training

We decided to use a CNN to approximate the mapping g(H) since it is better suited for image

classification with respect to the logistic regression used in [2]. In particular, the convolution

operation uses advantageously adjacent pixel information, similarly to traditional filter-based

image classification methods [117]. Our input to the CNN is a heightmap H ∈ R
15×15. As

output, we obtain a "one hot vector" v ∈ {0, 1}225 that represents the optimal landing position

within the heightmap as shown in Figure 4.7.

To generate the training set we evaluate the heightmap data (see Sections 4.2.1 and 4.2.2).

Let again H ∈ R
15×15 be an input heightmap. We denote by hw(H) : R

15×15 → [0, 1]225

the CNN classifier parameterized by a weight vector w ∈ R
d, where d = 8238 is the number

of parameters of the CNN. Using the mapping g(H) outlined in Section 4.2.2, we built a

dataset of Ne labeled examples D = (Hi, g(Hi)) for i = 1, .., N , from simulated and artificially

generated data. To improve robustness against noisy heightmaps, the training set is corrupted

by zero-mean Gaussian noise with a standard deviation of 3 cm (steps 3 and 7 in Figure 4.3).

The CNN is trained to minimize the cross-entropy loss on D. Namely, we approximately solve

the following optimization problem

minimize
w

−
1

N

N∑

i=1

g(Hi) ◦ log hw(Hi) (4.2)

by stochastic gradient descent, where ◦ denotes the element-wise product.

To choose the architecture of the CNN, we started from an off-the-shelf architecture (similar

to LeNet [117]) and trained it using the data from [2]. This architecture provided a 100%

prediction accuracy on the test set of [2]. We then decreased the size of the CNN to the

minimum that maintained the 100 % accuracy. We trained the new architecture on the
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dataset containing the simulated and artificially generated heightmaps. After training, the

CNN from the total number of predictions, 99% corresponded to feasible footholds, from

which 76% were optimal. These prediction results are summarized in Section 4.4.1. We

concluded that this architecture is suitable for our application. Highly accurate predictions

are not needed as long as the selected foothold is safe according to the evaluation described

in Section 4.2.2. The final architecture of the CNN is depicted in Figure 4.9

The input to the CNN is a 15 × 15 matrix corresponding to a heightmap around the vicinity

of a foothold. There are 2 convolutional layers, the first one performs convolution of the

heightmap with 4 kernels and the second takes the output of the first layer and performs

convolution with 8 × 4 kernels. Both convolutions are performed to retain the input size with

the appropriate zero-padding and all kernels are 5 × 5. Max-pooling is used in both layers

to downsample the data, providing feature maps of 8 × 8 for the first layer and 4 × 4 for the

second layer. The activation function is the Rectified Linear Unit (ReLu).

4.3 Control Architecture and Implementation of the VFA

Our goal is to create an intermediate layer between planned motions and reflex-like actions.

We do not intend to rely on visual information only, but rather have an interface with the

reactive layer of our locomotion controller, the RCF. The main idea is to enhance such layer

with reliable feedback obtained from exteroceptive sensing and to adapt the foothold locations

according to the terrain during the swing phase of a specific leg. We call our approach Vision-

based Foothold Adaptation (VFA). Figure 4.10 shows how the VFA interacts with the RCF

and how it is integrated into our locomotion control framework. We divide the foothold

adaptation process into four stages:

1. prediction of the nominal foothold for each leg;

2. acquisition of the terrain information in the vicinity of the nominal foothold;

3. terrain evaluation (CNN inference);

Figure 4.9: Architecture of the convolutional neural network. The input to the CNN is a 15×15

pixel heightmap and the output is a "one-hot vector" containing the optimal foothold.

Bridging Vision and Dynamic Legged Locomotion Octavio Villarreal



48 Vision-based Foothold Adaptation for Dynamic Locomotion

Figure 4.10: Description of the locomotion control architecture. The user commands are:

forward velocity Vf , desired yaw rate ψ̇d, duty factor Df , step frequency fs, gait sequence G and

step height hs. The safe foothold is defined as p∗

i = hw(H).

4. foot trajectory adjustment.

These stages are sequentially executed and depicted in Figure 4.11. The foothold adjustment

is sent to the swing leg trajectory module of the RCF (see [52]). In the following, we explain

each of the stages of the VFA.

4.3.1 Foothold Prediction

We define foothold prediction as the estimation of the landing position of a foot during the

swing phase of its respective leg. This landing position corresponds to the nominal foothold.

The prediction of a nominal foothold differs significantly depending on the motion of the

trunk.

If there is no trunk motion during the swing of the legs (e.g., [25]), the nominal foothold can

be computed at lift-off according to the desired direction of motion. Therefore, the only source
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Figure 4.11: Phases of the VFA. From left to right, initially the nominal foothold is predicted

based on the motion of the trunk and the predefined trajectory of the leg. Then, a heightmap

is acquired in the vicinity of the nominal foothold. From the heightmap, an optimal foothold is

inferred using the CNN-based foothold classifier. Once the location of the optimal foothold is

computed, the trajectory of the leg is continuously adjusted to adapt to the new foothold location.

of error between the nominal and the actual foothold comes from foot trajectory tracking.

On the other hand, some gaits yield motion of the trunk while the legs are in swing phase (e.g.,

a diagonal trot). We refer to these kind of gaits as dynamic gaits. In the case of dynamic gaits

the prediction of the nominal foothold has to account for the trunk velocity, in addition to

the foot trajectory tracking. Hence there are two sources of uncertainty: trajectory tracking

and trunk state estimation (position and velocity).

In the RCF, the swing foot trajectory is described by a half ellipse expressed in the horizontal

frame of the robot6, where the major axis corresponds to the step length. To compute the

nominal foothold, we use the following approximation

p̂i = p̄i +
1

2
ℓs + ∆tiṙ (4.3)

where p̂i ∈ R
3 is the nominal foothold position of leg i, p̄i ∈ R

3 is the center of the ellipse of

leg i, ∆ti is the remaining swing time of leg i (for i = LF,RF,LH,RH), ℓs ∈ R
3 is the step

length vector, and ṙ ∈ R
3 corresponds to the velocity of the base. All vector variables are given

in world coordinates. In the case of the next touchdown of a swing leg, ∆ti =
1−Df

fs
− tsw,i,

where Df is the duty factor, fs is the step frequency and tsw,i is the elapsed swing time since

the latest lift-off of leg i. The first two terms in (4.3) are related to the leg trajectory, while

the third term is related to the displacement of the base. A schematic drawing showing the

variables involved in the foothold prediction is shown on the left-hand side of Figure 4.11.

In (4.3), the predicted foothold p̂i is computed with respect to the world, thus, is subject

to uncertainty due to pose estimation errors. Furthermore, the term ∆tiṙ corresponds to

the estimation of the displacement of the base for the remaining time of the swing phase

(∆ti). The base velocity during swing ṙ is continuously updated at task frequency (250 Hz),

but the foothold prediction given by (4.3) assumes that the velocity of the trunk will remain

constant from the moment that it was received from the state estimator until the end of

the swing phase of leg i. This is in general not true, since the velocity of the body might

6For an explanation on the horizontal frame, see Section 3.4.1 of Chapter 3.
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change due to acceleration peaks caused by the wrenches exerted on the body due the inertia

of the legs in swing phase and external disturbances. This situation leads to errors in the

foothold prediction, and thus adds uncertainty to the process. These errors caused by the

foothold prediction model were studied in the experiments explained in Section 4.2.2. A

comparison between the actual foot landing position and the predicted one along the swing

phase from (4.3) showed an average error of approximately 3 cm. One of the main goals of

the strategy explained in Chapter 5 is to reduce the error due to inaccuracies in the foothold

prediction model.

4.3.2 Heightmap Acquisition

The definition and parameterization of a heightmap is provided in Section 4.2.1. Given a

predicted nominal foothold, the heightmap around it can be extracted from the elevation map

constructed on-board by the Vision-PC (see Chapter 3). The elevation map is obtained using

the Grid Map interface from [139]. Figure 4.4 shows an example of an acquired heightmap

centered at a nominal foothold. We decide to express the heightmaps for each of the legs

with respect to a frame located at their corresponding hip positions. We do this to be able

to evaluate each leg separately (see Section 4.2.2).

4.3.3 Convolutional Neural Network Foothold Inference

To find safe footholds we continuously evaluate the acquired heightmaps of the feet during

swing phase using the CNN trained as described in Section 4.2 and depicted in Figure 4.9.

We compute the mapping hw(H) using the heightmaps acquired from the on-board sensors

as inputs.

Our goal is to find a safe foothold location within the time window of a swing phase. The CNN

is up to 350 times faster with respect to the full-blown evaluation described in Section 4.2.2

and the variation in computation time is low, regardless of the shape of the map. The results

regarding the computational time and the prediction accuracy of the CNN-based foothold

classifier are reported in Section 4.4.

4.3.4 Foothold Adjustment

After the CNN has been trained, it can infer a foothold adaptation from a previously unseen

heightmap sample. The difference between the optimal foothold and the nominal one is sent

to the trajectory generator module as a relative displacement ∆pi to adapt the original foot

swing trajectory. This adjustment is shown on the right-hand side of Figure 4.11.
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To avoid aggressive control actions, the foothold corrections are collected from the lift-off

to the apex of the swing trajectory only. Then, the controller considers the latest adjusted

foothold available before the apex.

4.4 Results

In this section we present the results regarding the computational performance and the lo-

comotion robustness we achieved with the proposed strategy, both in simulation and experi-

ments7.

4.4.1 Convolutional Neural Network Prediction Results

We compared the time required to evaluate the heightmaps using the full-blown evaluation

g(H) and the CNN-based classifier hw(H) as the robot crosses the scenario depicted in Fig-

ure 4.12. As a metric for comparison, we use the number of clock tick counts between the

beginning and the end of each computation divided by the computer clock frequency. To

achieve real-time safe performances, these times should be low on average and display little

variance.

To speed up the computation of the full-blown evaluation, the algorithm incrementally ex-

pands the search radius from the center of the heightmap (i.e., from the nominal foothold)

and stops once a feasible foothold is found. In the case of the computation of the full-blown

heuristic algorithm, the computational times range from 0.1 ms to 35 ms. The prediction from

the CNN takes from 0.1 ms to 0.2 ms. The CNN-based model is therefore up to 350 times

Figure 4.12: Simulation scenario to test the VFA. The scenario consists of ten beams with a

height of 15 cm and a width of 20 cm. The beams are equally spaced with a gap distance of

10 cm.

.

7Link to video: https://www.youtube.com/watch?v=IyuCw5QbbU8
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Figure 4.13: Mean and standard deviation of computation times during gap crossing simulation

corresponding to five different simulations. The mean computation time of the five trials is

represented by the solid line, while the shaded area around the solid line corresponds to the

standard deviation of the measured time at the specific longitudinal position.

faster than the full-blown evaluation. Indeed, the computational time increases in a nonlin-

ear fashion along with the complexity of the heightmap if the full evaluation is performed,

while the neural network presents a computational time that is less sensitive to the input.

This is because the function hw(H) contains a fixed and predefined number of operations,

regardless of the input. Furthermore, the duration of the supervisor task control loop of our

system is 4 ms (see Figure 3.4) , making the computation of the CNN at least 20 times faster

than the task rate, allowing the CNN to run in real-time. Figure 4.13 shows the mean and

standard deviation of the computation times corresponding to five different trials, for both

the full-blown evaluation and the CNN as the robot crosses the scenario of Figure 4.12. It

can be seen that the times for the CNN are significantly shorter and the time variation shows

no dependency on the complexity of the terrain.

In Table 4.1, we summarize the results of the CNN performance when predicting the optimal

footholds. From a total number of 35688 examples (for both front and hind legs) we used

half dataset as training set and half as testing set. It is worth noting that the percentage of

accurate predictions is not notably high (about 76% for both legs). Nevertheless, by looking

closely to the false positives, approximately 99% of them were deemed as safe with respect

to the criteria defined in Section 4.2.2 (i.e., uncertainty margin, terrain roughness, kinematic

limits and collision avoidance), although they were sub-optimal according to the distance

criterion, since their distance was not the shortest to the nominal foothold. This means that

even if the foothold is not optimal, the chosen foothold is still safe.
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Regarding the quality of predicted footholds with respect to our previous work [2], we initially

compared the results of both learning algorithms (CNN vs logistic regression) applied to the

same training set used to train the logistic regression classifier, consisting of 3300 examples

with 9 possible footholds. The output layer of the CNN was initially set to be 9×1, matching

the number of possible footholds. We improved the prediction accuracy to nearly a 100%

using the CNN-based classifier, compared to a 90% using the logistic regression. This result

and the automation of the training process drove us to increase the number of outputs (from

9 to 225). We compared the CNN-based classifier with a logistic regression using 225 possible

outputs and a much larger number of examples. The CNN classifier proved to have better

prediction accuracy (76% vs 68%) and yielded a much lower number of parameters (8238 vs

51076).

4.4.2 Simulation and Experimental Results

To assess improvements in terms of locomotion robustness, we created challenging scenar-

ios composed of a series of gaps. These terrain templates are built up from short beams

(15 cm height and 20 cm width), equally spaced with a gap distance of 10 cm, and pallets

(15 cm height). This type of scenario is used for both simulation and experimental tests: a

nine-gap template for the simulation tests (see Figure 4.12) and a four-gap template for the

experimental ones (see Figure 4.17).

In both simulation and experimental tests the locomotion robustness is evaluated while the

robot is performing a trotting gait over the beams at different velocities (0.3 m/s and 0.5 m/s)

and under external disturbances. The locomotion robustness is evaluated by observing the

tracking of the robot desired velocity and trunk height. To evaluate the performance re-

peatability, we considered the data of 5 trials for each desired velocity. The trotting gait is

performed with step frequency of 1.4 Hz, duty factor of 0.65 and a default step height of

12 cm.

Simulation results. Figure 4.14 depicts the details of the simulation scenario showing the

elevation map computed by the perception system and the resulting feet trajectories during

Table 4.1: Results of prediction coming from the neural network on the test set.

Leg
Perfect

foothold prediction

Non-feasible

foothold prediction

Feasible

foothold prediction

Front
13718/17844

(76.88%)

47/17844

(0.26%)

17797/17844

(99.74%)

Hind
13700/17844

(76.78%)

21/17844

(0.12%)

17823/17844

(99.88%)
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Figure 4.14: Example of HyQ crossing the gap scenario. Dashed lines correspond to feet tra-

jectories corrected by the VFA, for a 0.5 m/s trotting gait. The feet trajectories are identified as:

left-front (green), right-front (blue), left-hind (black) and right-hind (yellow).
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Figure 4.15: Results of gap-crossing scenario simulation. Blue lines correspond to 0.3 m/s and

red lines correspond to 0.5 m/s. The feet trajectories corresponding to one of the trials can be

seen at the bottom of the figure.

the simulation. The footprints (dashed lines) show the effect of the foothold adaptation on

the original feet trajectories.

Using the beam numbers shown at the bottom of Figure 4.14, several examples of corrections

that avoided stepping inside the gap can be easily identified: left-front foot stepping on top of

beam 2 to avoid landing in the gap (green line); right-hind foot stepping over beam 7 (yellow

line). The right-front foot steps on beam 4 to avoid landing in the gap (blue line). The

left-hind leg steps over beam 10 to avoid landing close to the edge (black line). The results

of five trials at different velocities are shown in Figure 4.15.

As a last simulation example, we test the capabilities of our strategy to respond against exter-

nal perturbations and show the benefits of having a continuous adaptation. During the same

gap-crossing task shown before, with a 0.3 m/s trotting, we apply a series of perturbations
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Figure 4.16: Results of gap crossing under disturbances. Red lines correspond to the trials

where the correction was only computed at lift-off and blue lines correspond to the trials where

the correction was continuously updated until the swing leg apex.

of 500 N every 2 s with a duration of 0.1 s each. The perturbations are applied on the base

longitudinal direction disturbing the forward motion. Two cases are studied in this setup:

the first corresponds to the case when the adaptation is only computed at the lift-off, and the

trajectory is not corrected during the swing phase (red lines in Figure 4.16); in the second

case, the foothold adaptation is continuously computed and can be modified along the swing

phase (blue lines in Figure 4.16). It can be seen that in some cases, when the adaptation is

only computed at the lift-off, the velocity of the trunk decreases considerably and the trunk

height is less stable. Such tracking errors, caused by undesired impacts with the beams,

happen due to the lack of foothold adaptation during the swing phase.

Experimental results. We prepared the setup depicted in Figure 4.17 for the gap-crossing

experiments. To show how challenging this task can be for a blind robot, we also present

the results of five trials using the RCF without the foothold adaptation (i.e., only with

proprioceptive feedback). The results of these trials are shown in Figure 4.18.

As it can be seen, the robot was not able to complete the task without the VFA. With the

VFA the goal was achieved with similar performances between the 0.3 m/s and 0.5 m/s trials.

The resulting feet trajectories of one of the trials at 0.5 m/s can also be seen at the bottom

part of Figure 4.18.

The robustness of the robot against external disturbances was also experimentally tested on

top of the multi-gap terrain template. For such test, we placed the robot on top of one of

the pallets, displayed on the bottom-left of the snapshots of Figure 4.19, and commanded the

robot to keep its position on it while trotting. Then, we disturbed the robot by pulling it and
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Figure 4.17: Experimental scenario used to test the VFA. The setup consists of one large pallet

(width 1 m), three wooden beams (width 20 cm) equally spaced by 10 cm and two pallets with the

same dimensions as the first one at a distance of 10 cm from the last beam. The total distance

of the track is approximately 3.5 m.
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Figure 4.18: Results of the gap crossing experiments. Red lines correspond to the trials at

0.5 m/s, blue lines correspond to the trials at 0.3 m/s and gray lines correspond to the trials at

0.3 m/s without visual feedback. The circles and crosses indicate the beginning and end of the

trajectory for each of the trials, respectively. The feet trajectories corresponding to one of the

succesful trials at 0.5 m/s can be seen at the bottom of the figure.
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Figure 4.19: Snapshots of the robot being disturbed while avoiding to step inside the gaps.

forcing it to go repeatedly over the gaps. Figure 4.19 shows video snapshots of the experiments

where the robot is subject to strong pulling forces (estimated to be around 500 N). It can

also be observed that the robot is able to keep its balance and come back to its commanded

position without stepping inside the first gap. It is worth highlighting the robust autonomy

of the closed-loop system, since the robot is only commanded to keep its global position and

no base trajectory is pre-designed while it is disturbed.

4.5 Discussion and Conclusion

4.5.1 Discussion

In this section we discuss the results reported in this chapter and possibilities of improve-

ment regarding the CNN-based foothold classifier and the uncertainty present in the foothold

adaptation process.

Foothold classifier and Learning Pipeline. The CNN-based foothold classifier demonstrated

to approximate the evaluation described in Section 4.2.2. This evaluation only considers

terrain morphology and robot kinematics. However, in more complex scenarios, appropriate

foothold selection may also require knowledge of the robot dynamics. In Chapter 5, we

account for the dynamic effects using an model predictive control (MPC)-based whole-body
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controller to select a set ground reaction forces (GRFs) considering the adapted foothold

locations. Thus, even if a foothold might be not "dynamically" ideal, an appropriate selection

of the GRFs helps the robot to maintain its balance. An alternative would be to consider more

criteria in the evaluation such as robot dynamics, surface normals, gait parameter modulation

and a two-step horizon. The current compact architecture of the CNN might not be able to

approximate the evaluation if more criteria are considered. Since the classifier provides such

computational gain, we can design a more sophisticated architecture to take into account

new criteria, without risking to exceed the available computation time. Additionally, with

this low computational requirements, we can increase the size of the output space, currently

consisting of 225 possible footholds, to consider larger maps and also to provide inference of

other type of variables such as gait parameters.

Uncertainty. As mentioned in Section 4.2.2, there are three main sources of uncertainty that

affect the foothold adaptation process, swing foot trajectory tracking, map-drift and foothold

prediction errors. These three effects can cause errors that might lead to wrong estimations of

the landing location of the feet. These problems can be tackled separately in order to reduce

the overall errors caused by the total sum of their effects.

The swing foot trajectory tracking errors are related to the joint low-level control. A better

joint tracking would consequently improve the trajectory tracking. A way to do this is by

having stiffer leg and joint impedances, however, compliant legs deal better with unwanted

impacts. This trade-off between joint tracking and leg compliance makes it difficult to com-

pensate optimally for this source of uncertainty.

The uncertainty related to map-drift is directly linked to the drift present in the state esti-

mator. Once an area of the elevation map is out of the field of view of the vision sensors, it is

kept at its location based on the position of the robot with respect to the inertial frame. This

means that if there is drift in the state estimator the map positioning will also be affected by

this drift. Reducing state estimation drift in legged locomotion is complex due to phenomena

such as impacts, link flexibility and IMU drift. In particular for the degree of precision that

we are handling for foothold adaptation (2 cm) it is still very challenging.

The third source of uncertainty is related to the foothold prediction errors. This is also linked

to the state estimation problem, but it is also affected by the foothold prediction model

in (4.3). In this model, the body velocity ṙ and the reference position on the ground p̄i

depend both on the state estimator. Both of these are continuously updated every 4 ms (i.e.,

every loop run) during the swing phase of the legs, but assumed constant from the moment

that they are read to the moment that the leg touches the ground (i.e., the remaining ∆ti).

This situation in general is not true. In particular, ṙ might change due to the inertia of

the limbs in swing phase or due to disturbances. In Chapter 5, we aim to reduce the errors

in foothold prediction by implementing an MPC-based trunk controller to reduce velocity
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variations along the swing phase of the legs due to acceleration peaks with an improved

selection of the GRFs.

Limitations of the method. The method presented in this chapter proved to be effective to

safely choose foothold locations while performing dynamic locomotion, however, we would like

to discuss its limitations in order to propose future improvements. The CNN was trained for a

specific set of gait parameters, including forward velocity, duty factor and step frequency. The

robot was able to complete the tasks for two different forward velocities and also for various

types of gaits (as shown in the video linked). However, if the gait parameters used were very

far from those used during training, the robot was not able to predict safe footholds. This

limitation can be overcome by including the gait parameters as an output of the learning

algorithm. Moreover, as it was mentioned before, if the errors due to foothold prediction,

map drift and leg trajectory tracking are larger than the uncertainty margin (e.g., due to

the lack of proper tuning of the low-level control and the state estimator), the strategy fails.

This situation might occur, for example, during outdoor experiments. Furthermore, another

limitation is related to the vision hardware. If the robot performs yaw rotations at a very

fast rate, or moves sideways, the next foothold may not be captured within the field of view

of the vision sensor mounted on the front of the robot. This could be dealt by improving the

positioning of the sensor are adding extra sensors on the sides.

4.5.2 Conclusion

In this chapter, we have presented a novel strategy for continuous foothold adaptation using

a CNN-based foothold classifier. The strategy allows the robot to traverse difficult scenarios

while performing dynamic locomotion. We account for the motion of the base while the

legs are in swing phase to compute future foothold locations and a CNN-based classifier is

trained to evaluate the terrain in search of safe landing locations. Such classifier is capable of

computing safe footholds up to 350 times faster than the full-blown evaluation and 20 times

faster than the task frequency.

We implemented the classifier according to the control architecture in Figure 4.10 and evalu-

ated the performance of the approach by executing dynamic trotting on challenging scenarios,

where proprioception-based techniques are likely to fail. The various simulation and exper-

imental trials, at different forward velocities and under external disturbances, demonstrated

the robustness of the strategy and its repeatability. The work presented in this chapter has

been published in [7].
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Chapter 5

Perception Aware Model Predictive

Control for Dynamic Locomotion

Model predictive control (MPC) is nowadays widely used to deal with the complex dynamics

involved in the control of legged robots. Besides providing an intuitive formulation, it also

yields a great level of robustness, since it can compute control actions considering the system’s

limitations. However, in many cases future contact locations do not consider information

about the shape of the terrain.

In this chapter, we present a novel control strategy for dynamic legged locomotion that con-

siders information about the morphology of the terrain. The strategy is built on top of two

main elements: first, a contact sequence task that provides safe foothold locations based on

the Vision-based Foothold Adaptation (VFA); then, a model predictive controller that consid-

ers the foothold locations given by a contact sequence task to optimize target ground reaction

forces. This allows the robot to handle more difficult scenarios, such as obstacles at different

elevations and orientations, in a safer and more reliable fashion.

5.1 Motivation and Rationale

Our goal is to produce robust and dynamic locomotion in complex scenarios using terrain

information provided by on-board vision sensors. We combine an model predictive control

(MPC)-based trunk controller with the Vision-based Foothold Adaptation (VFA) from Chap-

ter 4. The combination of these two approaches is mutually beneficial for each other. On

one hand, we exploit the low computational requirements of the VFA to provide safe contact
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sequences. This enables the MPC to reason about the effects of future contacts, without

having to consider them as decision variables within the optimization problem. On the other

hand, accounting for future states to compute the ground reaction forces (GRFs) improves

the prediction of the next foothold location, which is crucial for the accuracy of the VFA.

We start from the premise that optimizing GRFs accounting for future states using MPC will

lead to better foothold predictions, since they do not only depend on foot trajectories, but also

on the robot states (see Section 4.3.1). Using the control architecture depicted in Figure 4.10,

the robot states are affected by acceleration peaks caused by the intrinsic reactivity of the

workspace proportional-derivative (PD) control actions used to compute the desired body

wrench. If the robot states have large acceleration peaks, the foothold prediction described

in (4.3) is less accurate. A better management of the GRFs that considers future footstep

locations would reduce acceleration peaks and improve foothold predictions.

The mathematical model that we use for prediction is a simplified centroidal dynamics that

considers a number of assumptions (see Section 5.4.2), included disregarding the wrench

exerted by the legs during swing on the body. We use this model to reduce the complexity of

the optimization problem and still capture the meaningful dynamics of the process. However,

one of the drawbacks of using this model is that when the total weight of the legs is significant

with respect to that of the robot, the wrench exerted on the body due to the inertia of the legs

plays a significant role in the robot dynamics. To account for these effects, we compute the

wrench exerted on the body due to the desired joint accelerations of the legs and compensate

for it, which is similar to a feed-forward action. We test our strategy using the quadruped

robots HyQ [53] and HyQReal [132].

When the strategy is implemented the result is a more stable locomotion, which is robust to

a wider range of disturbances and acts preemptively to obstacles based on visual information

while performing dynamic gaits.

The rest of this chapter is organized as follows: an overview of the locomotion control strategy

is given in Section 5.2; Section 5.3 explains how the contact sequences are computed; Sec-

tion 5.4 is focused on explaining the reference generation and tracking of the center of mass

(CoM); implementation results are shown in Section 5.5; and the discussion and conclusions

are presented in Section 5.6.

5.2 Overview of the Locomotion Strategy

The block diagram shown in Figure 5.1 describes our locomotion strategy. It retains a sim-

ilar structure to the strategy shown in Figure 4.10. However, there are two key differences.

Firstly, instead of using the VFA only to adapt the foothold locations of the swing legs, we

also compute the footholds corresponding to the subsequent two gait cycles. We define this
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process as the contact sequence task. We explain the contact sequence task in detail in Section

5.3. Secondly, we replace the trunk controller block of the Reactive Controller Framework

(RCF) with an MPC-based trunk balance controller that uses the foothold locations computed

from the contact sequence task to compute optimal GRFs for the subsequent two gait cycles.

Furthermore, we directly compensate for the wrench exerted by the legs during swing phase,

since they are not considered in the model used for prediction by the MPC (see Section 5.4.4).

This compensation is done outside of the MPC formulation to keep the optimization compu-

tationally light. We obtain a total desired wrench wd from both the MPC-based controller

and the leg inertia compensation and send it to the torque mapper. The torque mapper solves

a similar optimization problem to the one shown in (2.18) to find a set of desired GRFs1. In

essence, we find the set of GRFs F that satisfy the following expression

[

[pLF ]× [pRF ]× [pLH ]× [pRH ]×

13 13 13 13

]

︸ ︷︷ ︸

B










FLF

FRF

FLH

FRH










︸ ︷︷ ︸

F

= wd (5.1)

subject to friction constraints. Namely, we solve the following optimization problem

minimize
F

||BF − wd||L + ||F||K

subject to − µFz≤ Fx ≤ µFz,

− µFz≤ Fy ≤ µFz,

Fmin≤ Fz ≤ Fmax

(5.2)

After finding the GRFs F, the desired joint torques τd are obtained as

τd = −SJ
⊺

cF (5.3)

where S is a selection matrix that defines the legs in contact with the ground, Jc is a matrix

with the stacked contact Jacobians for each leg. We define the computation of the desired

wrench wd as the CoM tracking task. The description of the CoM tracking task is given in

Section 5.4.

The state predictions in the MPC controller are computed using the centroidal dynamics

model, since it gives us a detailed enough description of the dynamics of the robot and allows

us to solve the optimization problem at a sufficiently fast rate (25 Hz) during dynamic locomo-

tion. Safe contact sequences are based on the VFA and future footholds can be continuously

computed by the VFA approximately every 0.5 ms, enabling the MPC to reason about the

effects of future contacts, without having to consider them in the optimization2.

1In (5.1) and (5.2) all variables are defined the same as in (2.17) and (2.18), except for wd.
2Computing contact sequences using the VFA takes longer with respect to pairs of footholds (as in Chapter

4) since more footholds are inferred by the convolutional neural network (CNN) at the same time.

Bridging Vision and Dynamic Legged Locomotion Octavio Villarreal



64 Perception Aware Model Predictive Control for Dynamic Locomotion

Figure 5.1: Description of the locomotion control architecture. The user commands are: forward

velocity Vf , desired yaw rate ψ̇d, duty factor Df , step frequency fs, gait sequence G and step

height hs. Variable k defines the discrete-time step and its length is determined by the prediction

horizon (i.e., k = 1, ..., N). Thicker lines indicate the path of interaction between the VFA and

the MPC-based controller. The non-labeled signals are the same as in Figure 4.10.

To generate position and attitude references along the prediction horizon N , we build upon

the contacts computed by the VFA and fit planes for the sets of contacts at each specific

sample in the prediction horizon to define the attitude.

5.3 Contact Sequence Task

We extend the usage of the VFA to provide footholds for the subsequent two strides. These

two strides comprise 8 reference footholds and 16 stance changes. A stance change corresponds

to the moment when a leg leaves (lift-off) or touches (touchdown) the ground. We consider

both lift-off and touchdown because these events determine the instants when the contact

configuration changes. This affects the number of applied GRFs and thus, the number of

Octavio Villarreal Bridging Vision and Dynamic Legged Locomotion



5.3 Contact Sequence Task 65

decision variables in the optimization for the MPC-based trunk controller. In this dissertation

we perform trotting gaits, which means that the diagonal legs share lift-off and touchdown

times, and the number of stance changes could be reduced from 16 to 8. However, we keep

the total number of stance changes to 16 to keep the formulation general enough to apply it

to other type of gaits such as crawl, gallop, pace, or bound.

The sets of footholds at each stance change are also used to generate the CoM reference

trajectory and provide the contacts to be used in the model described in Section 5.4.

The computational gain obtained by the VFA allows us to evaluate further ahead of the robot.

We modify (4.3) to compute footholds at future stance changes, namely

p̂i[k] = p̄i[k] +
1

2
ℓs + ∆t[k]ṙ (5.4)

where p̂i[k] ∈ R
3 is the predicted foothold of leg i at stance change k, for k = 1, ..., 16,

p̄i[k] ∈ R
3 is the reference position on the ground for leg i at stance change k determined by

the elliptical trajectory of the feet as in (4.3), ℓs ∈ R
3 is the step length vector, ∆t[k] ∈ R

is the time for a stance change to happen from time instant k = 0 and ṙ ∈ R
3 is the body

velocity at the current time instant k = 0. All vector variables are given with respect to

the world frame. We dropped the leg index i in ∆t[k] since it represents the time for stance

change to happen, irrespective of the leg that is changing its stance state.

In (5.4), ṙ is assumed constant in between future stance changes. In this way, since the gait

is periodic and defined by the step frequency fs and the duty factor Df , we can estimate the

timings for the non-immediate foot contacts. These timings are used to compute the predicted

foothold locations for each of the legs at every stance change. A stance change can be a lift-

off Li or a touchdown Ti, for leg i = LF,RF,LH,RH. We replace these stance changes

for ∆t[k] in (5.4) to compute new foothold predictions p̂i[k]. An example of stance change

timings associated to their respective legs is shown in Table 5.1 for the case of fs = 1.4 Hz

and Df = 0.65 and a trotting gait. Table 5.2 shows the timings ordered with respect to time

stance k. After computing the sequence of predicted foothold locations, we use our CNN-

based foothold classifier to adjust the predicted foothold location. This is done for the next

two gait cycles (8 contacts in total and 16 stance changes). Figure 5.2 depicts an example of

a generated contact sequence.

The CNN continuously provides safe contact sequences at task frequency (250 Hz). These

contact sequences are used both as future foot positions and to inform the MPC controller

to improve the CoM regulation, as explained in Section 5.4. This interaction is depicted in

Figure 5.1 by the thicker arrows in the block diagram. One key feature of this approach is

that the safe footholds are computed without including them as optimization variables in the

MPC controller, which significantly decreases the complexity of the problem.
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Table 5.1: Example of gait timings for fs = 1.4 Hz, Df = 0.65 during trot. The touchdown

times Ti are shown on the left and the lift-off times Li on the right for all four legs. The sequence

starts at t = 0 s and the legs that start the motion are the left-front and the right-hind.

Gait cycle TLF TRF TLH TRH LLF LRF LLH LRH

0 - - - - 0 0.36 0.36 0

1 0.25 0.61 0.61 0.25 0.72 1.07 1.07 0.72

2 0.97 1.32 1.32 0.97 - - - -

Table 5.2: Example of stance change times for fs = 1.4 Hz, Df = 0.65 during trot. The top

row indicates the stance change event (touchdown times Ti and lift-off times Li). The second

row indicates the time instant for k = 0, .., 15 and the bottom row indicates the value of ∆t[k]

for each time instant. The sequence starts at t = 0 s and the legs that start the motion are the

left-front and the right-hind.

Stance change LLF LRH TLF TRH LRF LLH ... TLF TRH LRF LLH TRF TLH

k 0 1 2 3 4 5 ... 10 11 12 13 14 15

∆t[k] 0 0 0.25 0.25 0.36 0.36 ... 0.97 0.97 1.07 1.07 1.32 1.32

5.4 Center of Mass Tracking Task

In this section we detail how the trajectory of the CoM is generated and the methods that

we use to track this trajectory.

5.4.1 Center of Mass Reference Trajectory

To provide the reference trajectory for the CoM along the prediction horizon, we compute its

location at every stance change based on the desired gait timings using fs and Df . In the

case of two gait cycles, there are a total of 16 stance changes, so we compute a total of 16

Figure 5.2: Example of a generated contact sequence. Foothold positions are indicated by red

discs on the map. The more transparent the disc, the further it is in the prediction horizon.
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CoM positions. Similarly to the third term of (5.4), we compute the reference yaw using the

desired yaw rate ψ̇d ∈ R as

ψd[k] = ψ + ∆t[k]ψ̇d[k] (5.5)

where ψd[k] ∈ R is the yaw reference at stance change k, ψ ∈ R is the current yaw angle of

the body, and ∆t[k] is defined the same as in (5.4). Using the reference for the yaw angle,

we compute the reference position of the CoM with respect to the world

rd[k] = r + Rz(∆ψ[k])∆t[k]ṙd[k] (5.6)

where rd[k] ∈ R
3 is the reference position for the CoM at stance change k, Rz(∆ψ[k]) ∈ SO(3)

is the rotation matrix around the z axis about ∆ψ[k] (with ∆ψ[k] = ψd[k]−ψ) and ṙd ∈ R
3 is

the 3D reference velocity computed using the xy velocity reference given by the user Vf ∈ R
2

(initially 0 velocity in z is assumed), namely

ṙd[k] =
[

Vf,x Vf,y 0
]
⊺

(5.7)

where Vf,x ∈ R and Vf,y ∈ R are the x and y components of the forward velocity Vf set by the

user. We can then define rd[k] for the next x and y positions of the CoM with respect to the

world using (5.6). The reference for the body pitch angle θd ∈ R and roll angle φd ∈ R relies

on the contact configuration at each stance change. We approximate the terrain surface as a

plane and compute its orientation based on the stance legs at stance change k. We also use

the contacts to define a z reference position for the body (namely, rd,z[k] ∈ R), setting it to

remain parallel to the z world axis, at a constant distance ∆z from the center position of the

approximated plane pc. An example of a reference orientation and height for the CoM can

be seen in Figure 5.3. To obtain ṙd,z[k], φ̇d[k] and θ̇d[k] we numerically differentiate rd,z[k],

φd[k] and θd[k], respectively. To perform the optimization required for the MPC-based trunk

controller, it is required to maintain a constant sampling time along the prediction horizon

N . We define a sampling time ∆ts ∈ R and evenly sample the 16 reference points given by

the stance changes, filling the gaps in between stance changes using a zero-order hold (ZOH).

We define a reference vector at evenly sampled time ∆ts as

xd[k] =
[

Θ
⊺

d[k] r
⊺

d[k] Θ̇
⊺

d[k] ṙ
⊺

d[k]
]
⊺

(5.8)

where the time in between time instants is always ∆ts = t[k] − t[k − 1] and with Θd[k] =

[θd[k] φd[k] ψd[k]]⊺ and rd[k] = [rd,x[k] rd,y[k] rd,z[k]]⊺. A series of CoM references can be seen

in Figure 5.4.

5.4.2 Simplified Centroidal Dynamics Model

Our MPC-based trunk controller is inspired by the work of [39]. We also model the robot

as a rigid body subject to contact patches at each stance foot and we neglect the effects of
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Figure 5.3: Example of the orientation and height reference. The figure shows a set of footholds

(denoted by the red discs at the corners of the plane) for a stance change k in the future. The

current location of the CoM is denoted by its symbol located in the trunk. The orientation of the

plane formed in between the foothold locations (indicated by the coordinate frame attached to its

center) specifies the orientation of the body at stance change k, Θd[k]. The center of the plane

is indicated by pc[k]. The desired height ∆z is a constant distance from pc[k] used to define the

reference height of the body rd,z[k]. The reference height of the body rd,z[k] is defined such that

rd,z[k] = pc,z[k] + ∆z.

Figure 5.4: Example of the a series of CoM reference positions and orientations. The current

position of the CoM is denoted by the blue sphere, the future reference positions of the CoM are

denoted by smaller red spheres and the arrows connected to every sphere indicate the orientation

of the body at that specific reference position.
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precession and nutation as in [25]. However, there are two key differences in our approach:

firstly, we do not define the reference roll and pitch angles to be zero. Additionally, although

we do not explicitly consider the leg inertia in our model for control, we compensate for

it by computing the wrench exerted by the legs using the actuated part of the joint-space

inertia matrix and the desired accelerations of the joints. We explain how this is done in

Section 5.4.4.

The dynamic model of the rigid body and its rotational kinematics are given by

r̈ =

∑n
i=1 Fi

m
+ g (5.9)

Iω̇ =
n∑

i=1

pi × Fi (5.10)

Ṙ = [ω]×R (5.11)

where r ∈ R
3 is the position of the CoM, Fi ∈ R

3 is the GRF at foot i, m ∈ R is the robot

mass, g ∈ R
3 is the gravitational acceleration, I ∈ R

3×3 is the inertia tensor of the robot with

respect to the world, pi ∈ R
3 is the i-th foot contact position, R ∈ SO(3) is the rotation

matrix from body to world coordinates according to pitch θ, roll φ and yaw ψ angles and

ω ∈ R
3 is the robot’s angular velocity. All quantities are given with respect to the world

frame unless indicated otherwise. The operator [x]× is the skew-symmetric matrix such that

[x]×y = x×y. In (5.10) we are neglecting precession and nutation effects, namely ω×Iω ≈ 0.

The inertia tensor I is defined as

I = RIBR⊺ (5.12)

where IB is the inertia tensor with respect to the body frame. This makes the inertia tensor

dependent on the orientation of the body Θ. We rewrite equations (5.9), (5.10) and (5.11)

in state-space form. To do this, we initially can obtain the angular velocity in terms of the

body’s Euler angles from (5.11) as

[ω]× = ṘR⊺ (5.13)

which can be rewritten as

ω =







cos θ cosψ − sinψ 0

cos θ sinψ cosψ 0

− sin θ 0 1













φ̇

θ̇

ψ̇







(5.14)

then, the angular rates can be obtained from (5.14) as






φ̇

θ̇

ψ̇







=







cosψ/ cos θ sinψ/ cos θ 0

− sinψ cosψ 0

tan θ cosψ tan θ sinψ 1







ω (5.15)

Note that the 3 by 3 matrix on the right-hand side in (5.15) is defined as long as θ 6= π/2,

which in practice does not happen (it implies that the robot is pointed vertically). Defining
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Θ = [φ θ ψ]⊺ and the matrix that maps from Θ̇ to ω as T, we can rewrite (5.15) as

Θ̇ = T(Θ)ω (5.16)

We define the state vector as

x =












Θ

r

ω

ṙ

g












(5.17)

Rearranging (5.9), (5.10) and (5.15) and defining additional states for g we can write the

dynamics in state-space form as











Θ̇

ṙ

ω̇

r̈

ġ












=












03 03 T(Θ) 03 03

03 03 03 13 03

03 03 03 03 03

03 03 03 03 13

03 03 03 03 03























Θ

r

ω

ṙ

g












+












03 ... 03 03

03 ... 03 03

I−1(Θ)[pLF ]× ... I−1(Θ)[pRH ]× 03

13/m ... 13/m 03

03 ... 03 03























FLF

FRF

FLH

FRH

0












(5.18)

where 03 ∈ R
3×3 and 13 ∈ R

3×3 are a zero matrix and the identity matrix, respectively.

Equation (5.18) can be rewritten in a more compact way as

ẋ(t) = A(Θ)x(t) + B(Θ,pLF , ...,pRH)u(t) (5.19)

where u is the vector of GRFs. Note that no assumptions are made about the orientation of

the robot3, except for θ 6= π/2, and that we explicitly denote the dependence of T and I with

respect to Θ.

In a similar fashion to [39], we approximate the system dynamics in (5.19) to a discrete-time

linear system. Namely, for each reference vector xd[k], we compute the approximate linear

discrete system matrices Ad[k] and Bd[k], for k = 1, ..., n, where n is the number of samples

in the prediction horizon.

We first substitute the feet locations pi[k] obtained from the contact sequence task into matrix

B(Θ,pLF , ...,pLH) for every contact configuration at time instant k. However, matrices

A(Θ) and B(Θ,pLF , ...,pLH) are still nonlinearly dependent on the body orientation. To

obtain the linearized, discrete time versions of these matrices, we follow a similar argument

as [39]. Assuming that the MPC-based controller will follow sufficiently close the reference

trajectory given by xd[k], we substitute the values of Θd[k] into system matrices A(Θ) and

B(Θ,pLF , ...,pLH). We then discretize the system matrices using a ZOH. The discretized

linear system dynamics can be described as

x[k + 1] = Ad[k]x[k] + Bd[k]u[k] (5.20)
3If θ ≅ φ ≅ 0 then: ẋ(t) = A(ψ)x(t) + B(ψ,pLF , ...,pRH)u(t)

Octavio Villarreal Bridging Vision and Dynamic Legged Locomotion



5.4 Center of Mass Tracking Task 71

5.4.3 Model Predictive Control

We can obtain a discrete time evolution of the system by successive substitution of states

x[k] into (5.20) to obtain the state evolution from k = 0 to k = n. Then, we can describe the

dynamics as

X = Āx0 + B̄ū (5.21)

where X ∈ R
15n is the stacked vector of states along the prediction horizon X = [x⊺[1], ..., x⊺[n]]⊺,

Ā ∈ R
15n×15n and B̄ ∈ R

15n×12n are the matrices built by successive substitution along the

prediction horizon, x0 ∈ R
15 is the current state vector and ū ∈ R

12n is the stacked vector of

ground reaction forces along the prediction horizon ū = [u⊺[0], , ..., u⊺[n− 1]]⊺. We formu-

late the optimization problem to minimize the weighted least-squares error between the states

and the reference along the prediction horizon. We enforce the gait pattern G and friction

consistency by setting appropriate constraints. Namely, we solve the following optimization

problem

minimize
ū

||X − Xd||L + ||ū||K

subject to − µūz≤ ūx ≤ µūz,

− µūz≤ ūy ≤ µūz,

umin≤ ūz ≤ umax,

G(G)= 0

(5.22)

where Xd ∈ R
15n is the stacked vector of desired states along the prediction horizon4, vectors

ūx ∈ R
4n, ūy ∈ R

4n and ūz ∈ R
4n correspond to the components of vector ū associated to

coordinates x, y and z, respectively, of the GRFs, µ ∈ R is the friction coefficient between

the ground and the feet, umin ∈ R
4n and umax ∈ R

4n are limits for the z component of the

GRFs, matrix G ∈ R
12n×12n is a matrix that selects the components of the GRFs that are in

contact according to gait G, and matrices L and K are weighting matrices. The optimization

problem defined by (5.22) is a quadratic program (QP) and can be efficiently solved by several

off-the-shelf solvers. After solving the problem in (5.22), we take the first 12 entries of the

optimized control input vector ū∗, which correspond to the set of GRFs at time instant k = 1

and compute the desired wrench coming from the MPC-based controller as

wMP C =
RH∑

i=LF

[

pi × Fi,∗

Fi,∗

]

(5.23)

where Fi,∗ is the optimized GRF of foot i.

4We redefine xd[k] =
[
Θ

⊺

d[k] r
⊺

d[k] (T(Θd[k])Θ̇d[k])⊺ ṙ
⊺

d[k]
]⊺

to match the state definition of x.
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5.4.4 Leg Inertia Compensation

The MPC model used for prediction neglects leg inertia. This assumption is acceptable for

quasi-static motions. However, if the leg-body weight ratio is significantly large, the wrench

exerted by the legs on the body plays a significant role in the dynamics. We compensate for

these effects in a simple, yet effective, manner. The floating base dynamics of a robot can be

described by
[

Mu Mua

Mau Ma

] [

ν̇

q̈

]

+

[

hu

ha

]

=

[

0

τ

]

+

[

J
⊺

c,u

J
⊺

c,a

]

F (5.24)

where ν ∈ R
6 is the floating-base robot velocity, q ∈ R

nj is the joint configuration, Mu ∈

R
6×6 and Ma ∈ R

6×nj are the direct un-actuated and actuated parts of the joint-space

inertia matrix, respectively, whereas Mua ∈ R
6×nj and Mau ∈ R

nj×6 correspond to the cross

terms between actuated and un-actuated parts of the joint-space inertia matrix, respectively,

hu ∈ R
6 and ha ∈ R

nj are the un-actuated and actuated vectors of Coriolis, centrifugal and

gravitational terms, respectively, τ ∈ R
nj is the vector of joint torques, Jc,u ∈ R

nc×6 and

Jc,a ∈ R
nc×nj are the un-actuated and actuated contact Jacobians and F is the vector of

GRFs. The cross-term matrix Mua maps the joint accelerations to the robot spatial force

acting on the floating-base of the robot, namely

wl = Muaq̈ (5.25)

In (5.25), wl can be computed using measurements coming from the sensors. However, using

the actual joint acceleration might lead to high frequency wrench signals. Instead, we use the

desired joint acceleration q̈d. Thus, the leg inertia compensation wrench is given by

wl = Muaq̈d (5.26)

and the total desired wrench is computed as

wd = wMP C + wl (5.27)

5.5 Results

We performed simulations considering the dynamic models of HyQ [53] and HyQReal [132],

two hydraulically actuated quadruped robots developed at the Dynamic Legged Systems

lab (DLS) of the Istituto Italiano di Tecnologia (IIT)5. We use Gazebo [137] to perform

our simulations. Control commands are executed at a task frequency of 250 Hz. Wrench

values from the MPC-based controller wMP C are sent at a maximum frequency of 25 Hz

and we use a ZOH in between control signals. The prediction horizon is set to comprise 2

5Website: https://dls.iit.it/
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gait cycles, partitioned in 20 samples. We solve the QP in (5.22) with a modified version

of uQuadProg++ [71] to work with the C++ linear algebra library Eigen [140]. The leg

inertia compensation wrench wl is computed at task frequency. The mapping is done using

the Grid Map interface from [139]. Weighting matrices are chosen as L = 115n and K =

(1 × 10−9) × 112n, where 1a defines the a by a identity matrix.

5.5.1 Simulation Results

We performed three different simulations to assess the improvements in foothold prediction

and locomotion robustness6. Below we explain in detail the outcome of these tests7.

Leg Inertia Compensation. We performed simulations both with HyQ and HyQReal to

compare the effect of the leg inertia compensation on robots with different leg-to-body weight

ratios. The robots were commanded to trot on flat terrain with a forward velocity Vf with

a magnitude of 0.5 m/s along the x direction of the horizontal frame, a step frequency fs of

1.4 Hz, and a duty factorDf of 0.6. We performed the simulation for six different combinations

of the following control components:

1. QP: standard PD-action trunk controller;

2. LI: stance leg impedance;

3. GC: gravity compensation;

4. IC: leg inertia compensation; and

5. MPC: model predictive controller.

We call each combination of a control components control configuration. Table 5.3 shows

all of the different control configurations.We would like to stress that configuration C3 acts

merely as a transition between the standard PD-action based controller and the MPC. This

is because the MPC controller already compensates for the gravitational effects in the model

and the PD-based controller needs a gravity compensation term. We start the simulation

with the trunk controller used in Chapter 4, i.e., C1. We keep the commanded Vf = 0.5 m/s

and change the controller configuration as the robot continues to trot. Figure 5.5 shows the

error in velocity with respect to the commanded Vf for both HyQ and HyQReal.

6Link to video: https://www.youtube.com/watch?v=CqlLRdohFwM&feature=youtu.be
7The proposed method is able to perform locomotion while rotating around the yaw angle, however, we

only evaluate our simulations with variations in the roll and pitch angle. We omit changes in the yaw angle

since the yaw rate ψ̇ only affects the z component of the angular velocity (see (5.18)).
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Figure 5.5: Velocity error during trot on flat terrain at constant commanded Vf = 0.5 m/s.

The gait parameters for both HyQ and HyQReal are: Df = 0.6 and fs = 1.4 Hz.

It can be noticed from Figure 5.5 that when the inertia compensation wrench is applied, the

unwanted accelerations of the body are reduced. If we compare the effects of the leg inertia

compensation between HyQ and HyQReal, it can be seen that the reduction on the variation

of the velocity is more significant for HyQReal with respect to HyQ green. In both cases, the

best performing configuration corresponds to the combination C5 (fifth portion of the graphs

in Figure 5.5). Under this configuration, the robot dynamics resemble more those of the MPC

model (which neglects leg inertia), since the leg inertia is being considered outside of the op-

timization. Finally, when the MPC-based trunk controller is on with no inertia compensation

(C6); HyQ green’s performance is still better compared to the initial configuration C1. How-

ever, in the case of HyQReal, just having the MPC controller on results in a slightly larger

variation in velocity with respect to C1, since the MPC has to constantly compensate for

the model discrepancies (e.g., neglected leg inertia) with the simplified centroidal dynamics

model described in Section 5.4.2.

Table 5.3: Definition of the different control configurations used in the leg inertia compensation

tests.

Configuration C1 C2 C3 C4 C5 C6

QP QP QP

LI LI LI LI

GC GC

IC IC IC IC

Components

MPC MPC MPC
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Table 5.4: Root mean square and maximum absolute value of the foothold prediction error. All

values are given in meters.

LF RF LH RH

RMS(e) 0.012 0.012 0.012 0.012
QP + LI + GC

max|e| 0.095 0.095 0.088 0.082

RMS(e) 0.009 0.007 0.007 0.009
MPC + IC

max|e| 0.074 0.061 0.060 0.076

Foothold Predictions and Robustness in the Presence of Disturbances. For the second

simulation HyQReal is commanded to trot on flat terrain with the same gait parameters as

in the first simulation. This time we perturb it three times with 700 N of force for a duration

of 0.1 s applied on the x direction of the body frame. Table 5.4 shows the root mean square

error, denoted by RMS(e), and the maximum absolute value of the foothold prediction error,

denoted by max(e), for this simulation. The table helps us to compare the previous controller

configuration C1 with the MPC-based controller with leg inertia compensation C5. The root

mean square error when using MPC and leg inertia compensation (C5) is between 25% and

41% lower with respect to the previous controller configuration (C1). This represents between

3 mm and 5 mm of improvement. However, even if the average of the error is low in both

cases, a single wrong prediction might compromise the robot’s stability. In this scope, the

maximum absolute value of the error is more representative of the reliability of the prediction

under disturbances. In this case, the reduction of the error is between 7% and 36%. This

represents between 0.6 cm and 3.5 cm of reduction of the foothold prediction error when using

the MPC-based controller in combination with the leg inertia compensation. Due to the

resolution that we need from the map (2 × 2 cm) to avoid obstacles and gaps using vision,

this decrease is significant. We discuss the impact of this improvement in the discussion in

Section 5.6.1.

We also point out that the inherent robustness of the MPC-based strategy also helps to

improve the stabilization of the robot when being perturbed. Figure 5.6 shows the linear

component in the x direction of the wrench, the angular component of the wrench around the

pitch angle θ, the velocity error, the roll and pitch angles of the robot when trotting while

being pushed multiple times. It can be seen that the error in velocity is less when the new

strategy (C5) is applied (right) with respect to our previous trunk controller (C1) (left). Also

the variations in the roll and pitch angles are less, since the robot shows better tracking of

the orientation references given by the inclination of the terrain. The control action of the

wrench rejects the disturbance along the longitudinal direction (Fx), and the moment applied

about the pitch angle keeps the body from tilting forward to track the reference in orientation

(θd = 0).
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Figure 5.6: Plots corresponding to the experiment with three disturbances during trot on flat

terrain. The plots on the left correspond to the control configuration used in Chapter 4 (C1)

and the plots on the right correspond to the MPC-based controller with leg inertia compensation

(C5). The vertical gray, dashed lines correspond to the moments when the disturbances were

applied.

Locomotion on Challenging Terrain. To verify the improvement in performance regarding

locomotion on difficult terrain, we designed the challenging scenario shown in Figure 5.7. The

robot is commanded to trot with a forward velocity of 0.4 m/s, a step frequency of 1.4 Hz and

a duty factor of 0.6. In order to select appropriate footholds, we use the VFA with the same

control configurations of the previous experiment, namely

1. QP + LI + GC = C1

2. MPC + IC = C5

To test repeatability, we did four trials with each control configuration both on HyQ and

HyQReal. Figure 5.8 contains the plots corresponding to pitch angle, forward velocity, body

height and an example of the foot trajectories for one of the trials with configuration C5.

From Figure 5.8, it can be seen that in the case of HyQ, the robot is able to cross the scenario

for both of the control configurations in all four trials. However, the body height and body
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Figure 5.7: Scenario used to test the new locomotion strategy. The scenario is built up from

beams with dimensions 20 × 120 × 15 cm (W×L×H) at different heights and orientations.
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Figure 5.8: Results of the scenario crossing simulation with HyQ (left) and HyQReal (right).

The top three plots show pitch angle, body velocity and body height. Gray lines correspond to

trials with control configuration C1 and blue lines correspond to control configuration C5. Four

different trials are shown for each case. The foot trajectories for all four legs corresponding to

one of the successful trials with configuration C5 are shown in the bottom plot.
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Figure 5.9: Series of snapshots of the HyQReal robot moving through the scenario. Blue spheres

correspond to the position of the center of mass at the moment when the snapshot was taken

and the red spheres show the reference position for the CoM along the prediction horizon. The

foothold references are represented by the red discs on the ground, the more transparent the disc,

the further it is in the prediction horizon.

velocity oscillate more in configuration C1 with respect to configuration C5. In one of the

trials of configuration C1, the velocity drops to zero. This is because the robot was trapped

momentarily while crossing the scenario, but then it was able to adapt its foothold location

and finish the task. In the case of HyQReal, it can be seen that all four different trials using

configuration C5 strategy were successful and the variations in linear velocity, pitch and body

height are significantly reduced with respect to the configuration C1. For C1, the robot was

not able to reach the end of the scenario for any of the trials.

Two important conclusions can be drawn from this task. Firstly, the fact that HyQ was able

to cross the scenario with configuration C1 (and HyQReal was not) is a clear indication that

the leg-to-body weight ratio is playing a role in the dynamics and that compensating for it

has a clear benefit in the case of HyQReal. Secondly, it shows the mutual benefits between

the VFA and the MPC-based controller. The foothold prediction error is reduced when using

the strategy presented here. Specifically, in the case of C5, for all four trials and all of the

legs, the maximum absolute value of the error in foothold prediction was 10 cm, while in the

case of C1 the error was up to 14 cm.

Figure 5.9 shows four overlapped snapshots of the RViz [141] visualization for HyQReal as the

robot crosses the scenario, builds a map, and adjusts its footholds on the fly. Figure 5.9 also

shows the reference trajectory of the CoM given at the specific moment when the snapshot

was taken, and the reference foothold locations as the robot moves through the scenario

5.6 Discussion and Conclusion

5.6.1 Discussion

In this section we revisit the impact of the reduction in foothold prediction error and various

routes for improvement of the strategy devised throughout this chapter.
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Figure 5.10: Comparison of a reduced uncertainty margin due to better foothold prediction. The

uncertainty margin is indicated by the white dashed square around the optimal foothold (large

green disc). Feasible footholds are denoted by the small yellow discs. Each cell is 2 × 2 cm.

Decrease in Foothold Prediction Error. We would like to stress the impact of the reduction

of the foothold prediction error with an example. Figure 5.10 shows a comparison between an

evaluated heightmap with two different uncertainty margins. The top row shows the number

of feasible (safe) footholds if an uncertainty margin of 3 cells (6 cm) is used. The bottom row

shows the feasible footholds for an evaluation using 2 cells (4 cm) as uncertainty margin. It

can be seen that the number of feasible footholds in the bottom row triples the amount of

those in the top row. If we compare the maximum absolute value of the error of each of the

legs from Table 5.4, this 2 cm reduction in the error is given by the newly developed strategy.

One consequence of being able to increase the confidence in your foothold prediction is the

ability to find a larger number of possible choices of footholds, which also allows the robot to

deal with more complex obstacles, in more difficult scenarios.

Simplified Dynamics for MPC and Whole Body Control for Torque Mapping. In the

control architecture depicted in Figure 5.1, the desired wrench wd is sent directly to the

torque mapper block. This torque mapper solves a QP to map wd to the desired GRFs as

described in [25]. However, more recently in [79], a new trunk controller was devised. It makes

no assumptions on the effects of the inertia of the legs or nutation and precession effects. We

consider that using this whole-body controller instead of the current torque mapper block

in Figure 5.1 would be beneficial for the approach presented in this chapter. In the future

we would like to do a comparative study between the leg inertia compensation done in this
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chapter and the use of a whole-body controller instead of the torque mapper.

Limitations of the approach. Although we are able to evaluate the terrain for the subsequent

eight contacts, our simulations showed that the maximum number of time steps in the future

that can be considered for the discretized MPC controller is 20, computed at a frequency

of 25 Hz, which was the minimum frequency at which we could send control signals without

going unstable. This limits the length of the prediction horizon and consequently the number

of steps in the future that can be considered. We believe that we can speed even further the

computation if we outsource the inference of the adapted footholds by the CNN to a graphics

processing unit (GPU).

5.6.2 Conclusion

In this chapter, we presented a strategy based on the combination of an MPC controller and

a CNN-based foothold adaptation (namely the VFA presented in Chapter 4). We showed

that the interaction between these approaches is mutually beneficial and improves locomo-

tion reliability and robustness. Firstly, we took advantage of the fast foothold computations

of the VFA to provide safe contact sequences to the MPC model. These contact sequences

are updated at task frequency (250 Hz) and constantly sent to the controller without compro-

mising real time execution. Secondly, the maximum foothold prediction error was reduced by

between 7% and 36% with respect to our previous strategy, equivalent to 0.6 cm and 3 cm,

thanks to a better selection of the GRFs based on predictions of the future states. We also

demonstrated that considering a compensation term accounting for the wrench due to the

inertia of the legs, improves the performance of the MPC-based controller, due to a closer

resemblance to the model used for state prediction. The various simulations validated these

improvements and it remains as future work to implement the current strategy on HyQReal.

The work presented in this chapter is currently under review for publication.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Legged robots might soon enter our everyday lives. They are becoming more versatile, agile

and dexterous and the expectations regarding their performance in a wide variety of applica-

tions are on the rise. These higher expectations are opening doors to enter new and exciting

research fields that involve their interaction with the environment. In this dissertation we

focused on interactions based on visual information and we posed the problem in terms of

the use of vision to increase the capability of legged robots to overcome difficult terrain.

Specifically, the purpose was to generate both dynamic locomotion and foothold adaptation

strategies based on visual feedback, using only on-board sensing and computing.

In Chapter 4 we devised a self-supervised machine learning pipeline for foothold classification

(see Section 4.2). We trained a convolutional neural network (CNN) to approximate the

evaluation of potential footholds in an area of 30 × 30 cm (i.e., a heightmap). The evaluation

considered criteria such as terrain roughness, collision avoidance, process uncertainty and

robot kinematics. This procedure was done off-line and in an automated manner using a

large number of evaluation examples (35688). The examples were artificially generated or

collected from simulation (see Section 4.2.1). The CNN-based foothold classifier was able to

compute safe foothold locations within 0.1 ms, which made it suitable for dynamic locomotion.

We used the CNN-based foothold classifier to find safe landing positions for the feet and adapt

the leg trajectory to reach the new footholds during dynamic locomotion of the quadruped

robot HyQ both in simulation and experiments. We performed trotting at speeds as high as

0.5 m/s using the Reactive Controller Framework (RCF) from Barasuol et al. [52] and the

hardware/software architecture explained in Section 3.3, which computes high-level control
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actions at a frequency of 250 Hz (i.e., every 4 ms). The foothold adaptations were computed

within 0.2 ms, which allow the robot to adapt its foothold location continuously and in real-

time. The robot was able to cross scenarios with gaps and beams that was not able to

traverse when visual feedback it was not provided and only reactions based on proprioception

and haptics were used. We named this Vision-based Foothold Adaptation (VFA).

In Chapter 5 we developed a strategy that combined the VFA with an model predictive

control (MPC)-based whole-body controller and exploited the mutual benefits between them.

Firstly, we reduced the complexity of the MPC formulation by computing future safe foothold

locations using the VFA instead of including them as optimization variables. Secondly, since

the VFA is subject to uncertainty related to foothold prediction errors (see Section 4.2.2), we

used the MPC-based controller to reduce the error in foothold prediction. When the MPC

controller was used, the error was between 0.6 cm and 3 cm less with respect to the strategy

without MPC thanks to the computation of ground reaction forces (GRFs) based on the

prediction of future states.

In addition, we provided empirical demonstration for the influence of the wrench exerted

on the body of the robot due to the inertia of the swing legs during dynamic locomotion

when it is not considered in the prediction model. We devised a simple, yet effective way to

compensate for the effects of the swing legs by computing a feedforward wrench based on the

desired joint acceleration and the joint-space inertia matrix. This compensation reduced the

body acceleration, providing better pose and velocity tracking.

We performed simulations of the MPC-based controller with leg inertia compensation on

HyQ and HyQReal. We verified the improvements with respect to previously implemented

controller configurations, both in terms of foothold prediction and locomotion reliability and

robustness.

We combined the VFA, the MPC-based whole-body controller and the leg inertia compen-

sation. The outcome of this combination is a terrain-aware MPC-based dynamic locomotion

strategy that: is able to overcome complex scenarios that require fast and careful selection

of the feet landing positions; reduces the sensitivity to foothold prediction errors; is robust

against perturbations due to changes on the terrain and external forces; and compensates for

disturbances due to the inertia of the swing legs. All of these features were devised considering

only on-board sensing and computing capabilities.

We strongly believe that the contributions of this dissertation constitute a step forward to

perform dynamic locomotion in scenarios that require careful foothold selection. However,

these advancements have given us a glance to new challenges that we would like to address

in the future to improve even further the methods proposed in this work. In the following

section we provide a summary of these future challenges and provide some insight on how to

tackle them.

Octavio Villarreal Bridging Vision and Dynamic Legged Locomotion



6.2 Future Work 83

6.2 Future Work

We identified specific areas that can be improved in the future. Below we provide a summary

of these improvements and categorize them according to how they were presented.

Self-Supervised Machine Learning Pipeline

• Extension of the foothold evaluation criteria. In Section 4.2.2 we provided a series of

foothold evaluation criteria based mostly on terrain morphology and robot kinemat-

ics. Although these criteria provided good results when training and implementing the

classifier, we believe that further improvements can be achieved such as considering

dynamics in the evaluation criteria and a two-step horizon.

• Use gait parameters and forward velocity as inputs to the CNN. The input to the CNN-

based classifier was a 30×30 cm heightmap. The training data was generated considering

specific values of forward velocity, step frequency and duty factor1. Although the CNN

was able to select proper footholds even when changing the forward velocity and the duty

factor, we believe that the accuracy of the predictions during runtime would improve if

we consider these parameters as inputs to the CNN. In this way, we could train a CNN

that is able to classify foothold locations for a wider range of gait parameters.

• Testing of new CNN architectures and overall improvement of learning algorithm. If we

want to evaluate new criteria, most likely the current compact architecture of the CNN

might not be capable of properly classifying footholds. We would like to perform in

depth studies comparing the trade-off between the complexity of the architecture, the

foothold classification accuracy and the computational cost to understand the limita-

tions that we may encounter considering our current computing hardware.

Vision-based Foothold Adaptation During Dynamic Locomotion

• Method to identify occlusion. One problem that we identified during experiments is

related to occlusion. In particular, it is difficult to generate a rich enough training set

for the CNN classifier considering that there will be occluded areas in the heightmap.

An interesting improvement would be to find a systematic way to generate training data

that also considers the possibility of occluded areas in the map.

• Foot trajectory generation based on final and initial foot positions and clearance. To

implement the foothold adaptation, we defined a window in the trajectory that allowed

1In our case we trained using Vf = 0.5 m/s, fs = 1.4 and Df = 0.65 and the CNN was also able to select

footholds adequately when changing both Vf and Df to 0.3 m/s and 0.6, respectively.
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the foot to have enough clearance at the beginning of the motion and that prevented

from having sudden changes of trajectory at the end of the motion. This heuristic way

of choosing the trajectory was useful in most cases, but sometimes the initial clearance

was not enough to overcome the obstacle or the correction was not implemented in time

towards the end of the motion. To overcome this, we would like to design the trajectory

according to the initial and final position of the foot, with a certain clearance from the

terrain.

MPC-based Model Predictive Controller

• Experiments. Unfortunately by the time of submission of this dissertation, there was

not enough time to perform experimental testing of the MPC-based controller with

inertia compensation. It remains as future work to perform the experimental tests of

the simulated results presented on this dissertation on HyQ and HyQReal.

• Use trajectory optimization for the pose reference of the MPC. The reference trajectory

for the body pose of the robot along the prediction horizon of the MPC was based on

the subsequent contact locations and its definition is based on experience regarding the

robot capabilities. Because of this, we were able to define the problem as a quadratic

program (QP) and solve it at a sufficiently fast rate. However, in the future we would

like to investigate how to use trajectory optimization to define the pose of the robot

along the prediction horizon and not rely on heuristics to define it, while keeping the

optimization computationally feasible during runtime.

Leg Inertia Compensation

• Concatenate the MPC wrench computation with a more detailed whole-body controller.

The computation of the desired wrench wd is passed to a GRFs distribution and then

mapped to joint torques (see Section 5.2). An alternative to this method would be to

use a whole-body controller that does not have assumptions on the leg inertia and the

influence of the Coriolis terms in the dynamics, such as the one used by Fahmi et al.

[80]. Therein, the desired wrench wd is computed based on a proportional-derivative

(PD) control action in wrench space. The MPC based controller would replace this

control action. Furthermore, it would be interesting to see what would be the effects

of the interaction between the feedforward leg inertia compensation when implemented

with a whole-body controller that has assumptions regarding the influence of the swing

legs.

• Drop assumptions in the MPC-based controller. We chose to keep the assumptions

on the influence of the swing legs and the Coriolis terms in the centroidal dynamics
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model used for prediction in the MPC to achieve a fast optimization of GRFs. However,

the ideal scenario is to be able to meet the computational requirements for real-time

execution without having to make assumptions on the model. Reducing the number of

decision variables and using algorithmic tools such as differential dynamic programming

(DDP) or sequential linear quadratic (SLQ), might be reasonable solutions to solve this

computationally expensive optimization problem.
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Appendix A

Example of Evaluated Heightmap

According to Specific Criteria

To illustrate how each criteria affects the complete heightmap evaluation, in this appendix

we provide an example of a heightmap evaluated according to three different sets of criteria,

and show the differences between them with respect to the optimal foothold, the number of

feasible footholds and the number of discarded footholds.

The examples for each set of criteria can be seen in Figure A.1. We show the leg kinematics

of HyQReal and a motion direction from left to right. We proceed to explain each of these

examples of sets of criteria.

Terrain roughness and uncertainty margin

As explained in Section 4.2.2, the terrain roughness is evaluated by computing the mean

and the standard deviation of the slope of a specific foothold with respect to its neighboring

footholds and the size of the neighborhood is determined by the uncertainty margin. In

Figure A.1, the top row shows the example heightmap considering only these two criteria.

The light-blue crosses indicate the discarded footholds according to these criteria. These two

criteria help to avoid stepping close to the edges of obstacles. Figure A.1 shows a discarded

foothold close to the edge of the obstacle on the right-most column.

Shin collision and kinematic limits

We jointly evaluate shin collision and kinematic limits, since we use the inverse kinematics

of the legs to compute the leg position when reaching every possible foothold. We discard
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footholds that cannot be reached according to the leg’s kinematic limits. Then, we search

for intersections of the leg with the heightmap along the leg trajectory. We set a distance

threshold for these intersections to account for the diameter of the lower leg tube (4.5 cm).

The example of the discarded foothold on the right-most column shows how the lower-leg

intersects with the surface at the moment of touchdown, which is the position with highest

chances of shin collision (the leg is at its lowest position).

Frontal collision

The initial position of the foot is defined by default on the center of the left-most column of the

heightmap. Then, we draw elliptical trajectories from the initial foothold to every possible

foothold in the map, according to a specific step height. A schematic drawing explaining

this kind of trajectory can be seen in Figure 2.3. We then look for intersections of the foot

trajectory with the heightmap. An example of the discarded foothold in the bottom row of

Figure A.1 shows a foot trajectory with a step height hs = 8 cm. It can be seen that the

trajectory intersects the heightmap on the left-most edge of the obstacle.
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Figure A.1: Examples of different heightmap evaluation criteria. The image shows the evalua-

tions corresponding to the leg kinematics of HyQReal and a motion direction from left to right.

There are three sets of criteria, terrain roughness and uncertainty margin (top row); shin collision

and kinematic limits (middle row); and frontal collision (bottom row). For each of the sets, the

optimal foothold (green disc), the number of feasible footholds (yellow discs) and the discarded

footholds (crosses) are shown under the evaluation column. The colors in the crosses indicate:

• discarded footholds according to terrain roughness and uncertainty margin (light-blue);

• discarded footholds according to shin collision and kinematic limits (red); and

• discarded footholds according to foot-frontal collisions (black).

In the third column, the optimal and feasible footholds are shown along with the position of the

leg when the optimal foothold has been reached. The right-most column shows an example of a

discarded foothold represented by a red disc and the orange circles indicate the intersections of

the lower limb (middle row) and the foot trajectory with the terrain (bottom row).
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